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Abstract

Main-memory databases are core to many applications, and the performance of modern

main-memory database systems is a subject of intense study. It is long understood that

the concurrency control algorithm underlying a database system is the deciding factor of

how well the system performs under contended workloads. Optimistic concurrency control

(OCC) can achieve excellent performance on uncontended workloads for main-memory

transactional databases. Contention causes OCC’s performance to degrade, however, and

recent concurrency control designs, such as hybrid OCC/locking systems and variations

of multiversion concurrency control (MVCC), have claimed to outperform the best OCC

systems. We evaluate several concurrency control designs under varying contention and

varying workloads, including TPC-C, and find that implementation choices unrelated to

concurrency control may explain much of OCC’s previously-reported degradation. When

these implementation choices are made sensibly, OCC performance does not collapse on

many high-contention workloads. We also present two optimization techniques, commit-

time updates and timestamp splitting, that can dramatically improve the high-contention

performance of both OCC and MVCC. Though these techniques are known, we apply them

in a new context and highlight their potency: when combined, they lead to performance

gains of 4.8× for OCC and 3.8× for MVCC in a TPC-C workload.
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Chapter 1

Introduction

1.1 Databases in Modern Applications

Database management systems, or simply databases, are central to many modern ap-

plications. From social media to e-commerce to financial markets, databases power the

world’s most demanding applications and critical infrastructures.

Databases organize data in some standardized, query-able format (usually tables) so

that they can be stored and searched consistently independent of the applications that use

them. Modern applications are architected around databases to reach large scale. To serve

a large number of clients, applications are typically divided into a client-facing frontend

program and a database backend. The frontend program, usually a web page or a smart

phone app, is responsible only for rendering user interfaces, presenting data, and commu-

nicating with the backend database. Frontend programs are usually stateless and perform

tasks such as form validation and data assembly, while all the data processing and storage

tasks are handled by the database. This architecture allows these relatively thin frontend

programs to be replicated and distributed widely at ease, presenting responsive interactive

experiences for the user. It also allows such distributed applications to shift the bulk of
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system complexity to its central piece: the database.

Workloads modern databases handle can be divided into two major categories: OLAP

and OLTP. OLAP, or On-Line Analytics Processing workloads, involve queries over large

warehouses of data that are largely static (infrequently updated), but combine and analyze

them in user-defined ways to produce insights. Examples of OLAP workloads include as-

tronomy sky surveys, big data analytics, and certain machine learning workloads. OLTP, or

On-Line Transaction Processing workloads, involve frequent updates to database records,

and/or observations of the latest values of such records. Transactions in OLTP workloads

are typically short and update-heavy. Examples of OLTP workloads include financial trans-

actions, social media posting and browsing, telecommunication switch table lookups, and

many other interactive applications.

OLAP and OLTP workloads are fundamentally different and present different chal-

lenges to database designs. Our work primarily focuses on databases specialized in

handling OLTP workloads.

1.2 Database Transactions

Databases’ central role in modern distributed applications subjects them to high con-

currency requirements, as a large number of frontend programs can issue requests to the

same underlying database system. Additionally, each client request may contain relatively

complex multi-step operations such as reading from multiple database tables or updating

multiple records based on observations made on other database state.

A better solution is to utilize a programming abstraction called transactions provided by

most modern databases. Transactions are collections of operations that are to be scheduled

as a single unit by the database.1 General database transactions guarantee ACID properties:

1We follow the “one-shot” transaction model in this work, meaning that we assume a transaction has all
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atomicity, consistency, isolation, and durability2. In practical terms, it means that programs

issuing transactions to the database need not worry about other concurrent operations inter-

fering with the operations within a transaction. The database guarantees that the transaction

is executed as a single unit, as if it were the only operation being handled by the system.

The canonical example of a database transaction is a bank account transfer. For exam-

ple, a bank user wishes to transfer 100 dollars from account A to account B. The transfer

is authorized only if account A has enough balance, and once the 100 dollars is withdrawn

from account A, it must be deposited into account B, so that no money is lost during the

process. Moreover, any observer of the database state must always observe that the total

balance of account A and B remains unchanged at any point during the transfer (no inter-

mediate state is observable). The transfer process involves three steps: 1) check that account

A has enough balance, 2) withdraw 100 dollars from account A, and 3) deposit 100 dollars

to account B. Wrapping these three operations in a database transaction allows the transfer

to be handled properly even if multiple such account transfers occurs at the same time.

1.3 Main-memory Databases

Traditional disk-based databases struggle to handle the high transaction throughput de-

manded by modern large-scale applications. With billions of smart devices online simul-

taneously issuing database requests, databases today need to handle millions of transac-

tions per second. Persistent storage quickly become a bottleneck in disk-based databases

under such a load. Increasingly, high-performance databases trade persistence for perfor-

mance, because depending on specifics of the workload, not all database operations need

its arguments and parameters available upon start and does not communicate or interact with the caller until
it finishes executing.

2This work focuses on main-memory databases and we consider durability an orthogonal issue to this
study. We still expect transactions to respect all properties other than durability.
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to persist immediately. Modern high performance databases keep significant amounts of

data in computers’ main-memory and process transactions directly in main-memory. Main-

memory databases can support persistence and/or high availability by creating periodic

persistent snapshots or by replicating state over the network. This work focuses on the

main-memory transaction processing aspect of these systems, and we consider durabil-

ity and network communication orthogonal to our work.

1.4 Concurrency Control

Main-memory databases use concurrency control mechanisms to implement transac-

tions and to guarantee the isolation (the “I” in ACID) property of transactions. When two

concurrent transactions access overlapping database records, the two transactions are said

to conflict. In some cases, such as when both transactions are merely reading the record,

no special handling is necessary, but in most cases concurrency control mechanisms are

invoked in light of conflicts to ensure they are isolated – no intermediate state generated

by one transaction is made visible to the other transaction. (In practice, many transactions

do allow such intermediate state to be temporarily visible, but any transactions made such

inconsistent observations must eventually abort.)

Two-phase locking is one well-known concurrency control mechanism. In two-phase

locking, prior to executing every operation in the transaction, the appropriate locks are ac-

quired for the underlying data record being accessed. This occurs for both reads and writes

– read lock are also acquired prior to reading from a database record. As the transaction

conclude, all acquired locks are released so that other transactions touching overlapping

records can make progress.

Two-phase locking is an example of pessimistic concurrency control because it assumes

the worst. It anticipates that a concurrent transaction could touch the same records it ac-

4



cesses, so it proactively locks the records in advance. This, however, results in high over-

head for read operations. Reading from a record now involves holding a read lock, which

requires expensive atomic compare-and-swap operations in shared memory.

Optimistic concurrency control (OCC) addresses the above problem by assuming that

transaction conflicts are unlikely. In a typical OCC implementation, reading from records

do not hold locks, but observes a transaction timestamp associated with the record and

stores it in the transaction’s read set. Writes in a transaction do not take effect immediately,

but are buffered in the transaction’s write set. Read and write sets of a transaction are mem-

ory private to the transaction and not visible to anyone else. When the transaction finishes

executing, the transaction executes a commit protocol, which validates the observations in

the read set to make sure they are still valid, and make all buffered writes visible while

holding the appropriate locks. From a high level, the commit protocol ensures isolation by

checking that the transaction’s read set does not overlap with any other potentially conflict-

ing transactions’ write sets. An OCC transaction aborts if any inconsistencies are detected

during the commit protocol or if it fails to acquire all the locks needed to apply the buffered

writes. If this happens, the transaction is said to abort, and the caller of the transaction can

choose either to retry its execution or to abandon the transaction.

Concurrency control mechanisms can also resolve conflicts in creative ways such as

storing multiple versions of the same record. In multiversion concurrency control (MVCC),

copy-on-write is used when a record is updated, creating a chain of versions sorted by the

versions’ creation timestamps. Reading from a record now also specifies a read timestamp,

and it then searches within the version chain of the record to find the version that is visible at

the read timestamp. MVCC prevents writes from clobbering reads in a different transaction,

while allowing both to proceed at the same time.
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1.5 Improving Main-memory Transaction Processing Per-

formance

Due to the crucial role of main-memory databases in enabling responsive applications,

improving the performance of contended main-memory transactions is subject of intense

study [18,27,29,37,42,43,56–58,64]. Many works focus on addressing known deficiencies

in concurrency control mechanisms.

It is understood that while systems based on optimistic concurrency control (OCC)

achieve great performance in workloads with low contention. This is because read opera-

tions in OCC do not issue any writes to shared memory, meaning that they do not require

exclusive ownership of the corresponding cache lines and less cache coherence protocol

traffic. However, the validation step in OCC’s commit protocol are likely to detect conflicts

in heavily contended workloads. Frequent validation failures trigger constant roll-backs

and retries of entire transactions, leading to wasted work and even livelock or starvation

situations. It is therefore believed that OCC performs poorly in high-contention workloads,

leading to performance collapse (i.e. transaction throughput crashing to near zero) at very

high contention due to a lack of progress guarantees in their optimistic algorithms.

This understanding has prompted numerous recent concurrency control designs alter-

native to OCC. They include partially pessimistic concurrency control [57], dynamic trans-

action reordering [64], and MVCC [30, 37]. All these designs claim to achieve superior

performance over OCC in high contention workloads, while preserving or even surpassing

OCC’s performance at low contention.

Careful examination of the methodologies of these studies, however, raises questions.

In these studies, when measuring the performance of an existing OCC-based system (often

Silo [56]), experiments are often done using the system’s original code base. The newly

proposed system, however, is measured using its own separate code base. While under-
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standable, it raises the possibility that any performance differences between the systems

could be due to difference in implementation details instead of core concurrency control

algorithm differences. More concretely, if one specific implementation of OCC performs

badly under high contention, it is inappropriate to conclude that all OCC systems perform

badly under high contention, and only a radically different concurrency control mechanism

can be effective.

To find out whether such implementation differences exist, and if so how much they

impact performance results, we analyzed the code bases of several main-memory database

systems, including Silo [56], DBx1000 [63], Cicada [37], ERMIA [30], and MOCC [57].

We found many underappreciated engineering choices – we call them basis factors – that

dramatically affect these systems’ performance in both high and low contention. For in-

stance, some transaction abort and memory allocation mechanisms can exacerbate con-

tention by obtaining a hidden lock in the language runtime, unnecessarily bottlenecking

performance at high and low contention, respectively.

To better isolate the impact of concurrency control algorithms on performance, we im-

plement and evaluate three concurrency controls – OCC, TicToc [64], and MVCC – in

our system, called STOv2, that makes good, consistent implementation choices for all ba-

sis factors. We show results up to 64 cores and for several benchmarks, including low-

and high-contention TPC-C, YCSB, and benchmarks based on Wikipedia and RUBiS. We

show that with good basis factor choices, OCC does not suffer from performance collapse

on these benchmarks, even at high contention, and OCC and TicToc significantly outper-

form MVCC at low and medium contention. This contrasts with prior evaluations, which

reported OCC collapsing at high contention [20] and MVCC performing well at all conten-

tion levels [37].

In addition, our insight into transaction performance in main-memory databases prompts

us to propose, implement, and evaluate two optimization techniques that improves transac-
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tion processing performance for all concurrency control mechanisms we evaluated, across

a variety of high-contention workloads. The two techniques, called commit-time updates

and timestamp splitting, effectively eliminate classes of conflicts that are common in our

workloads. These techniques have workload-specific parameters, but they are conceptually

general, and we applied them without much effort to every workload we investigated. We

also developed tools to partially automate their applications in STOv2. Like MVCC and

TicToc, the techniques improve performance on high-contention workloads. However, un-

like MVCC, these optimizations have little performance impact at low contention; unlike

TicToc and MVCC, they help on every benchmark we evaluate, not just TPC-C; and they

benefit TicToc and MVCC as well as OCC. Though inspired by existing work, but we be-

lieve we are the first to implement the two techniques’ application to TicToc and MVCC.

Our insight that they effectively eliminate many common concurrency control conflicts in

a variety of workloads is also new.

In summary, our study reveals results that challenge the conventional wisdom of high-

contention main-memory transaction performance. We find that OCC performs better than

previously reported in a variety of real-world-inspired high-contention workloads. We be-

lieve that basis factors unrelated to concurrency control intrinsics contributed the discrep-

ancies between our and prior studies. We also identify two optimizations that help reduce

concurrency control conflicts in contended workloads. We demonstrate that these optimiza-

tions benefit all concurrency control algorithms we study, are effective in all workloads we

measure, and achieve greater performance benefits than concurrency control improvements

alone.

The rest of the dissertation is organized as follows. Chapter 2 describes related work in

the field of main-memory transaction performance studies. Chapter 3 provides background

information on STOv2, the main-memory database system we use for this study, including

information on STO [27], a software transactional memory framework upon which STOv2
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is based. Chapter 4 describes our experimental setup to facilitate reproduction of our results.

Chapter 5 presents a controlled study of the baseline performance of three concurrency

control mechanisms we evaluated, where we identify and enumerate the impact of basis

factors. Chapter 6 describes commit-time update and timestamp splitting high-contention

optimizations and evaluates their effects in our suite of benchmarks. Finally, we conclude

by discussing current limitations and promising directions for future work in Chapter 7.
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Chapter 2

Related Work

Improving and understanding transaction processing performance is an important and

active area of research, and there are numerous exiting work related to our study. Most

of them propose new concurrency control algorithms designed for high-contention work-

loads, while a few of them also demonstrate the impact of non-concurrency-control factors.

There are also significant precursors to the two high-contention optimizations we describe

in Chapter 6. Many ideas and observations from this work are also related to insights from

transactional memory system studies.

2.1 Modern Concurrency Control Research

Concurrency control is a central issue for databases and work goes back many decades [24].

As with many database properties, the best concurrency control algorithm can depend on

workload, and OCC has long been understood to work best for workloads “where transac-

tion conflict is highly unlikely” [33]. Since OCC transactions cannot prevent other transac-

tions from executing, OCC workloads can experience starvation of whole classes of transac-

tions. Locking approaches, such as two-phase locking (2PL), lack this flaw, but write more
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frequently to shared memory. Performance tradeoffs between OCC and locking depend on

technology characteristics as well as workload characteristics, however, and on multicore

main-memory systems, with their high penalty for memory contention, OCC can perform

surprisingly well even for relatively high-conflict workloads and long-running transactions.

This work was motivated by a desire to better understand the limitations of OCC execution,

especially on high-conflict workloads.

The main-memory Silo database [56,65] introduced an OCC protocol that, unlike other

implementations [13, 33], lacked any per-transaction contention point, such as a shared

timestamp counter. Though Silo addressed some starvation issues by introducing snap-

shots for read-only transactions, and showed some reasonable results on a high-contention

workload, subsequent work has reported that Silo still experiences performance collapse

on other high-contention workloads. These discrepancies are due to its basis factor imple-

mentations, as discussed in § 5.1.

Since Silo, many new concurrency control techniques have been introduced. We con-

centrate on those that aim to preserve OCC’s low-contention advantages and mitigate its

high-contention flaws.

TicToc’s additional read timestamp allows it to commit some apparently-conflicting

transactions by reordering them [64]. Timestamp maintenance becomes more expensive

than OCC, but reordering has benefits for high-contention workloads. We present results

for our implementation of TicToc.

Transaction batching and reordering [16] aims to discover more reordering opportuni-

ties by globally analyzing dependencies within small batches of transactions. It improves

OLTP performance at high contention, but requires more extensive changes to the com-

mit protocol to accommodate batching and intra-batch dependency analyses. We consider

our workload-specific optimizations orthogonal to these techniques as our optimizations

eliminate unnecessary dependency edges altogether instead of working around them.
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Hybrid concurrency control in MOCC [57] and ACC [53] uses online conflict mea-

surements and statistics to switch between OCC-like and locking protocols dynamically.

Locking can be expensive (it handicaps MOCC in our evaluation), but prevents starvation.

MVCC [6,48] systems, such as ERMIA [30] and Cicada [37], keep multiple versions of

each record. The multiple versions allow more transactions to commit through reordering,

and read-only transactions can always commit. ERMIA uses a novel commit-time valida-

tion mechanism called the Serial Safety Net (SSN) to ensure strict transaction serializabil-

ity. ERMIA transactions perform a check at commit time that is intended to be cheaper

and less conservative than OCC-style read set validations, and to allow more transaction

schedules to commit. The SSN mechanisms in ERMIA, however, involve expensive global

thread registration and deregistration operations that limited its scalability [57]. In our ex-

periments, ERMIA’s locking overhead – a kind of basis factor – further swamps any im-

provements from its commit protocol. Cicada contains optimizations that reduce overhead

common to many MVCC systems, and in its measurements, its MVCC outperforms single-

version alternatives in both low- and high- contention situations. This disagrees with our

results, which show our OCC system outperforming Cicada at low contention (Figure 5.8b).

We believe the explanation involves basis factor choices in Cicada’s OCC comparison sys-

tems. Our MVCC system is based on Cicada, though we omit several of its optimizations.

Optimistic MVCC still suffers from many of the same problems as single-version

OCC. When executing read-write transactions with serializability guarantees, read-write

and write-write conflicts still result in aborts. Optimizations such as commit-time updates

and timestamp splitting can alleviate these conflicts.

Static analysis can improve the performance of high-contention workloads, since given

an entire workload, a system can discover equivalent alternative executions that generate

many fewer conflicts. Transaction chopping [51] uses global static analysis of all possi-

ble transactions to break up long-running transactions such that subsequent pieces in the
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transaction can be executed conflict-free. More recent systems like IC3 [58] combine static

analysis with dynamic admission control to support more workloads. Static analysis tech-

niques are complementary to our work, and we hope eventually to use static analysis to

identify and address false sharing in secondary indexes and database records, and to auto-

mate the application of commit-time updates and timestamp splitting.

2.2 Basis Factors

Several prior studies have measured the effects of various basis factors on database per-

formance. A recent study found that a good memory allocator alone can improve analytical

query processing performance by 2.7× [19]. A separate study presented a detailed evalua-

tion of implementation and design choices in main-memory database systems, with a heavy

focus on MVCC [62]. Similar to our findings, the results acknowledge that CC is not the

only contributing factor to performance, and lower-level factors like the memory allocator

and index design (physical vs. logical pointers) can play a role in database performance.

While we make similar claims in our work, we also describe more factors and expand the

scope of our investigation beyond OLAP and MVCC.

Contention regulation [23] provides dynamic mechanisms, often orthogonal to concur-

rency control, that aim to avoid scheduling conflicting transactions together. Cicada in-

cludes a contention regulator. Despite being acknowledged as an important factor in the

database research community, our work demonstrates instances in prior performance stud-

ies where contention regulation is left uncontrolled, leading to potentially misleading re-

sults.

A review of database performance studies in the 1980s [2] acknowledged conflicting

performance results and attributed much of the discrepancy to the implicit assumptions

made in different studies about how transactions behave in a system. These assumptions,
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such as how a transaction restarts and system resource considerations, are analogous to

basis factors we identified in that they do not concern the core CC algorithm, but signifi-

cantly affect performance results. Our study highlights the significance of basis factors in

the modern context, despite the evolution of database system architecture and hardware

capabilities.

2.3 High-Contention Optimizations

Our commit-time update and timestamp splitting optimizations have extensive precur-

sors in other work. They derive from the same intuition as many existing work that con-

currency control conflicts in database workloads can be alleviated if the system has a more

granular understanding of the workload.

Timestamp splitting resembles row splitting, or vertical partitioning [44], which splits

records based on workload characteristics to optimize I/O. Taken to an extreme, row

splitting leads to column stores [34, 52] or attribute-level locking [38]. Column fami-

lies [11], which are very similar to timestamp splitting, are already supported by com-

mercial database systems. The goal in these systems are mainly to reduce data movement

and copying overhead when accessing large rows. We show that timestamp splitting, espe-

cially when combined with commit-time update, achieves significant concurrency control

performance benefits that have not been demonstrated before.

Commit-time updates share insight with existing, decade-old techniques such as Fast

Path [22] and Escrow Transactions [45] that for certain updates, locks (or observations of

concurrency control timestamps) need not be held for the duration of the transaction. While

based on similar observations, our application of commit-time updates in the context of

modern in-memory database implementations, especially in modern MVCC implementa-

tions, is new. Our work also quantitatively demonstrated that the performance benefits to
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be gained by revisiting these decade-old ideas are greater than those achieved by recent

concurrency control innovations alone. We also discover an interesting synergy between

our two optimizations, showing that granularity improvements such as timestamp splitting

can expose more opportunities for commit-time updates to take advantage of blind write

semantics.

Commutativity has long been used to improve concurrency in databases, file systems,

and distributed systems [3, 32, 43, 49, 50, 61], with similar effects on concurrency control

as commit-time updates. We know of no other work that applies commutativity or commit-

time updates to MVCC records, though many systems reason about the commutativity

properties of modifications to MVCC indexes. Upserts in BetrFS [28, §2.2] resemble how

we encode commit-time updates; they are used to avoid expensive key-value lookups in

lower-layer LSMs rather than for conflict reduction. Differential techniques used in col-

umn store databases [25] involve techniques and data structures that resemble commit-time

updates, though their goal is to reduce I/O bandwidth usage in an read-mostly OLAP sys-

tem.

2.4 Transactional Memory

Extensive experience with transactional system implementation is also found in the

software transactional memory space [14,17,26]; there are even multiversion STMs [9,21].

Efficient STMs can run main-memory database workloads, and we base our platform on

one such system, STO [27]. Some of our baseline choices were inspired by prior STM work,

such as SwissTM’s contention regulation [17]. STO’s type-aware concurrency control in-

cluded preliminary support for commit-time updates and timestamp splitting, but only for

OCC.

STO has also been used as a baseline for other systems that address OCC’s problems
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on high-contention workloads, such as DRP [42]. DRP effectively changes large portions

of OCC transactions into commit-time updates by using lazy evaluation, automatically im-

plemented by C++ operator overloading, to move most computation into OCC’s commit

phase. This works well at high contention, but imposes additional runtime overhead that

our simpler implementation avoids.

Several systems have achieved benefits by augmenting software CC mechanisms with

hardware transactional memory (HTM) [35, 59, 60]. HTM can also be used to implement

efficient deadlock avoidance as an alternative to bounded spinning [59].
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Chapter 3

STOv2 System Description

3.1 The STO Software Transactional Memory Framework

STO [27] is a novel software transactional memory framework. Like conventional trans-

actional memory systems, STO uses OCC. Unlike conventional transactional memory sys-

tems that track untyped memory reads and writes, STO uses the concept of transactional

datatypes, which allows objects to interact with the transactional memory system in type-

specific ways. STOv2 is built on top of STO’s transactional datatype interface to support

fast main-memory transactions. While STO has many novel features as a software trans-

actional memory system, we only describe the features relevant to understanding STOv2

here.

Transactions in STO execute in two phases: the execution phase and the commit phase.

During the execution phase, the transaction executes application logic and collects transac-

tion tracking set entries. The commit phase executes a commit protocol that validates the

transaction tracking set and applies updates.

Transactional datatypes in STO interact with the system in two ways, one for each of

the phases described above.
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First, each transactional datatype implements a number of transactional methods, which

are used in the execution phase. Each transactional method calls STO interface methods to

register tracking set items with STO. Most datatypes use logical or abstract tracking set

items representing the “intent” of the transactional method. For example, in a transactional

set implemented as a self-balancing binary search tree, the transactional find() method

registers only the node containing the matching value, instead of the whole path from the

root node to the aforementioned node (as a conventional software transactional memory

does), with STO.

Second, each datatype supplies a set of callbacks with STO to be used in the commit

protocol. STO’s commit protocol is further divided into three phases. In Phase 1, STO locks

all entries in the write set. In Phase 2, STO validates entries in the read set, aborting on

any validation failure. In Phase 3, STO makes updates visible by installing entries in the

write set, and release all locks. Callbacks supplied by datatypes allow each datatype to over-

ride the meanings of “lock”, “validate”, and “install” operations to suit its unique needs.

The overriding of the “install” operation is particularly interesting, as it allows performing

complex operations while transaction locks are held for the underlying records being up-

dated. We use this feature to implement commit-time updates, one of our high contention

optimization techniques, in STOv2.

3.2 STOv2 Main-memory Database

STOv2 is a main-memory database engine built on top of STO. While STO supports a

variety of transactional datatypes such as maps and queues to support generic programming,

STOv2 focuses on the most important datatype in database workloads: database tables.

Database tables in STOv2 are essentially transactional key-value stores in STO. The

keys are just primary keys to the table, and the values are table rows, or records. STOv2 sup-
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Figure 3.1: Key-record mapping in STOv2 ordered tables.

ports ordered and unordered tables. Ordered tables map keys to values using Masstree [39],

a highly-concurrent B-tree variant that adopts some aspects of tries. Unordered tables map

keys to values using a separate-chaining hash table. Only ordered tables support range

scans. Secondary indexes are simply implemented as ordered tables.

STOv2 also re-engineered STO to support a variety of concurrency control algorithms.

We focus on three concurrency control variants in this work: OSTO, the OCC variant;

TSTO, the TicToc [64] OCC variant; and MSTO, the MVCC variant. Figure 3.1 illustrates

the system architecture, showing how ordered tables map keys to database record struc-

tures.

Transactions in STOv2 are written as C++ programs that directly operate on objects

representing database tables and records.

3.2.1 Phantom protection

Ordered tables in STOv2 support phantom protection when handling scans. Phantom

protection guarantees that in additional to values of records visited, any key gaps en-
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Figure 3.2: Record structure in OSTO and TSTO.

countered during scans are also kept transactionally consistent. This avoids “phantoms”

– records that do not show up during the first scan but appear during a subsequent scan in

the same transaction. STOv2 implements a tree-node-based optimistic phantom protection

strategy first introduced in Silo [56]. STOv2 tracks key gaps by observing (i.e. adding to the

read set) a timestamp embedded within a Masstree (leaf) node as a proxy for the set of keys

contained in the node. Every time a key is added to or removed from the tree, the affected

leaf nodes’ timestamps are updated. At commit time, these node timestamps are automat-

ically validated as part of the read set, preventing transactions having observed phantoms

from committing.

This phantom protection strategy is shared by all three concurrency control variants

presented in this study: OSTO, TSTO, and MSTO.

3.2.2 OSTO

OSTO, the OCC variant, follows the 3-phase STO commit protocol described in § 3.1.

OSTO aims to avoid memory contention except as required by workloads. For instance,

it chooses transaction timestamps in a scalable way (as in Silo) and avoids references to

modifiable global state. A OSTO record structure contains a full value of the record and

a concurrency control timestamp. A copy of the key is also stored so that the full key is

readily available within the record itself, without having to reconstruct the key from the

Masstree path. Figure 3.2 illustrates OSTO record structures.
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Figure 3.4: MVCC version chain structure, with the visible range (in terms of rts) shown
below each version.

3.2.3 MSTO

MSTO is an MVCC variant based broadly on Cicada [37], though it lacks some of

Cicada’s advanced features and optimizations. MSTO maintains multiple versions of each

record and transactions can access recent-past states as well as present states. Read-only

transactions can thus always execute conflict-free, since MSTO effectively maintains con-

sistent database snapshots for all recent timestamps. MVCC can additionally commit read-

/write transactions in schedules that OCC and OSTO cannot, such as the one in Figure 3.3.

However, these benefits come at the cost of memory usage, which increases memory allo-

cation and garbage collection overhead and adds pressure on processor caches. MSTO also

invokes atomic memory operations more frequently than OSTO.

MSTO, like OSTO, uses indexes to map primary keys to records, but rather than storing

data directly in records, it introduces a layer of indirection called the version chain. Each

version in the version chain is tagged a write timestamp, indicating the creation time of

the version. When chained together, the write timestamps implicitly convey a visible time

range for each version in the version chain. In general, a version is visible from its creation
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Figure 3.5: Record structure and in MSTO.

time up to, but not including, the creation time of the next newer version in the chain. See

Figure 3.4 for an illustration.

A record in MSTO consists of a key and a pointer to the most recent version, or head

version, in the chain. Each version carries a write timestamp, a read timestamp, and a

state, as well as the record data and a chain pointer that points to the previous version in

chronological order. The write timestamp is the timestamp of the transaction that created

the version; it is analogous to an OSTO record’s timestamp. The read timestamp is the

timestamp of the most recent transaction that observed the version. It is only safe to commit

a new version (i.e. to insert an preceding version to the version chain) if the overwriting

version’s write timestamp is higher the read timestamp of the overwritten version. This

ensures that no committed observations are invalidated after the new version is installed.

As in traditional MVCC version chains, the chain is sorted by the write timestamps of

versions: a valid chain vn, . . . ,v1 with latest version vn will have rtsi ≥ wtsi, wtsi+1 ≥ rtsi,

and wtsi+1 > wtsi for all i. Figure 3.5 illustrates MSTO records and their version chain

element structure.

Before initiating a transaction, MSTO assigns an execution timestamp tsth used for all
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observations during the execution phase. For transactions identified in advance as read-only,

tsth = rtsg; otherwise, tsth = wtsg. rtsg is advanced periodically by aggregating all threads’

most recent commit timestamps to ensure that all future read/write transactions will have

greater timestamps. This makes read-only transactions read from a recent snapshot of the

database, allowing them to skip the commit phase entirely after the execution phase.

MSTO adapts Cicada’s commit protocol to fit the three-phase commit protocol in STO.

Cicada’s commit protocol is slightly different from traditional MVCC. Cicada does not use

traditional locks when installing a new version to the version chain. Instead, it inserts a

tentative version, called a PENDING version, to the version chain in a lock-free way at the

beginning of the commit protocol. Since the transaction is not guaranteed to commit by the

time the PENDING version is inserted, concurrent readers observing this version will wait

until the version resolves into a non-pending state. If the transaction aborts, the version

resolves to an ABORTED state and the concurrent reader would skip the version to continue

its search. If the transaction succeeds, the version resolves to a COMMITTED state and the

reader can return the value stored in the version. The atomic installation of PENDING ver-

sions make Cicada more efficient than traditional MVCC in write-heavy workloads as it

does not need to handle deadlocks.

During commit, MSTO first chooses a commit timestamp with an atomic increment on

the global write timestamp, tsthc := wtsg++. Then, in Phase 1, MSTO atomically inserts a

new PENDING version with tsthc into each modified record’s version chain, ensuring that the

chains maintain the prescribed timestamp order. Irreconcilable conflicts detected in Phase 1

cause an abort. (Concurrent transactions that access a PENDING version in their execution

phase will spin-wait until the state changes.) In Phase 2, MSTO checks the read set: if

any version visible at tsthc differs from the version observed at tsth, the transaction aborts;

otherwise, MSTO atomically updates the read timestamp on each version v in the read set

to v.rts := max{v.rts, tsthc}. Finally, in Phase 3, MSTO changes its PENDING versions
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Figure 3.6: A transaction interleaving that is allowed in TicToc but not in plain OCC.

to be COMMITTED and enqueues earlier versions for garbage collection. If a transaction is

aborted, its PENDING versions are changed to ABORTED instead. The commit protocol is

used only for read/write transactions; read-only transactions skip the commit protocol.

The commit protocol in MSTO/Cicada has the unique property that the atomic inser-

tions of PENDING versions, which occurs during the lock phase of the 3-phase STO commit

protocol, are completely lock-free. This make deadlock avoidance irrelevant in MSTO, and

makes MSTO highly efficient in workloads with high degrees of write-write contention, as

we will see later in Chapter 6.

MSTO incorporates one important Cicada optimization, namely inlined versions. One

version can be stored inline with the record. This reduces memory indirections, and there-

fore cache misses, for values that change infrequently. MSTO fills the inline version slot

when it is empty or has been garbage collected (we do not implement Cicada’s promotion

optimization [37, §3.3]).

3.2.4 TSTO

TSTO is an OSTO variant that uses TicToc [64] in place of plain OCC as the concur-

rency control mechanism.

TicToc is built on the observation that some transaction OCC decides to abort actually

does not need to be aborted. Consider two transactions interleaved as shown in Figure 3.6.

Under plain OCC, T1 has to abort because its commit-time validation will detect record A
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has been modified. However, the two transactions can both commit and the end result is

still serializable: T2 can serialize after T1.

TicToc captures this by dynamically computing the commit timestamp, which indicates

serialization time, using the read and write timestamps of the records a transaction accesses.

The commit timestamp is computed to be higher than or equal to any such write timestamps,

and strictly higher than read timestamps of items in the write set. In the example in Fig-

ure 3.6, TicToc will assign a lower commit timestamp for T1 between the two transactions.

The commit protocol then extends all the read timestamps of observed records to the com-

mit timestamp. The read timestamps function similarly to those in MSTO–they prevent

concurrent updates from retroactively invalidating a committed read. TicToc ensures that

such concurrent updates do not succeed by involving the read timestamps of write set en-

tries in the computation of the commit timestamp, making sure the commit timestamp must

be strictly higher than any such read timestamp. When the computed commit timestamp is

higher than the observed read timestamp of a record in the read set, TicToc performs an

OCC-style validation on the record to make sure the write timestamp of the record has not

changed, and aborts the transaction otherwise.

Compared to plain OCC, TicToc allows for more flexible transaction schedules at the

cost of more complex timestamp management. Specifically, during the validation step, Tic-

Toc has to atomically extend the read timestamps of the records it has observed to the

computed commit timestamp of the transaction, which causes read operations to also write

to shared memory. Compared to MVCC, however, it is simpler in that it requires no global

timestamp coordination and only stores the most recent version of a record to avoid version

chain complexities.

Except for concurrency control, TSTO and OSTO share the identical infrastructure.1

1TicToc requires special care to support full phantom protection. We discuss the cost of full phantom
protection in TicToc in Chapter 7.
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TSTO uses the same record structure as OSTO in Figure 3.2, except that the timestamp is

now a two-part TicToc timestamp instead of a single OCC timestamp. We do not use the

TicToc delta-rts encoding [64, §3.6], which we found to lead to false aborts in read-heavy

workloads; instead, we use separate, full 64-bit words for the read and write timestamps.

The false aborts occur because the delta encoding uses only 15 bits to encode the distance

between the read and write timestamps of a record, so that the two timestamps can fit

in a single 64-bit word for atomic operations. Because the read timestamp is extended

every time a record goes through read set validation, the distance between read and write

timestamps for frequently-read records can grow beyond what the 15-bit delta field can

represent. TicToc’s delta encoding preserves correctness in this case by overflowing the

delta field into the write timestamp, inducing (false) validation failures and transaction

aborts while preserving correctness. We find that it is not necessary to fit both timestamps

in a 64-bit word for correct atomic operation, and using full 64-bit words for read and write

timestamps is fine provided that the read timestamp is always accessed before the write

timestamp. On x86-TSO machines, this can be easily achieved using a compiler fence.

3.2.5 Garbage collection

STOv2 uses a epoch-based garbage collection mechanism for all three concurrency

control variants. The mechanism is similar to the garbage collection algorithm used in

read-copy-update (RCU) [40] but with modifications adapting it for use in MVCC systems.

In OSTO and TSTO, deleted objects cannot be immediately deallocated (i.e. returned to

the allocator or the operating system) because concurrent transactions could still be access-

ing them. Each thread therefore marks an object for deallocation at some point in the future

and defers the actual deallocation until that time. In MSTO, garbage collection is even more

crucial, because without it the version chains would grow indefinitely and quickly exhaust

26



Epoch Name Definition
Global write weg Periodically incremented

Thread-local write weth Per-thread snapshot of weg;
used to mark objects for deletion

Global read reg < min
th

weth

Thread-local read reth Per-thread snapshot of reg

Global GC gce < min
th

reth

Table 3.1: Garbage-collection-related epochs in STOv2. For any thread th and at all
times, weg ≥ weth > reg ≥ reth > gce.

all memory.

We made the observation that the same idea applies to garbage collection in all three

concurrency control mechanisms, so the three concurrency control variants in STOv2 can

share the same garbage collection mechanism. Despite differences in concurrency control

mechanisms, all garbage collection mechanisms achieve the same goal – assigning every

object marked for deletion expiration times after which it is safe to physically deallocate

the object.

STOv2’s common garbage collection mechanism operates on a set of coarse-grained

epochs listed in Table 3.1. An epoch advancer thread runs in the background, periodically

incrementing the global write epoch (weg). This thread runs rather infrequently (about only

once every millisecond), so the epochs are coarse-grained. Every transaction thread, before

transaction start, takes a snapshot of the global write epoch and stores it as a thread-local

write epoch (weth). This is also the epoch a transaction uses to mark objects for deletion.

The epoch advancer thread also periodically scans the weth values in all threads and

computes a minimum, storing it as the global read epoch (reg). Upon transaction start every

transaction thread also takes a snapshot of the global read epoch, storing it as the thread-

local read epoch (reth). The global garbage collection (GC) epoch (gce) is then computed

as the minimum of all thread-local global read epochs, also by the epoch advancer thread
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by scanning all thread-local read epochs periodically. All these timestamps increase only

monotonically every time the epoch advancer thread runs.

Transaction threads mark objects for deletion by putting them onto a per-thread garbage

collection queue. As mentioned earlier, every object marked for deletion is tagged with the

thread-local write epoch (weth) at the time the object is put on to the garbage collection

queue. This marks the expiration time of the object. Between transactions, the transaction

thread runs a maintenance function that checks this queue and deallocates any object in the

garbage collection queue that is safe to delete. It is safe to deallocate an object only after

the global garbage collection epoch advances beyond (strictly greater than) the expiration

time with which the object is tagged.

Correctness analysis for OSTO and TSTO

We now demonstrate the correctness of the garbage collection mechanism in OSTO and

TSTO using the following logical analysis. In OSTO and TSTO, an object is deleted by a

transaction only after it is physically “unlinked” from a shared transactional data structure.

This means after the transactional deletion occurs, future transactions can no longer reach

the object being deleted. Garbage collection then just needs to make sure that all concurrent

transactions that could potentially hold references to the deleted object finish before physi-

cally deleting the object. By the time the global garbage collection epoch advances beyond

the thread-local write epoch (we) at the time of deletion, all threads must have thread-local

write epochs greater than we (see the epoch invariant in Table 3.1). This that means all

transactions currently active in the system are now running after the deleted object was

physically unlinked from shared data structure, so it is safe to physically delete the object.

Note that in OSTO and TSTO, we could have simply used the global read epoch (reg)

as the garbage collection epoch, making the mechanism identical to the one in RCU. The

current mechanism is therefore more conservative than necessary. We need the global read
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epoch to GC epoch indirection for correct garbage collection in MSTO, and we decided to

keep the same mechanism for OSTO and TSTO.

Correctness analysis for MSTO

Garbage collection is slightly more complicated in MVCC, because old versions are

never explicitly deleted from MVCC version chains. Instead of being explicitly deleted, an

old versions quietly expires once no future transactions will read that version. In practice,

it means that all reads from future transactions will be caught by a newer version.

To achieve this, we mark old versions for deletion when a new, committed version is

installed. The global write epoch (weg) at the time the new version is installed is used to

mark the expiration time of the old version. Unlike in OSTO and TSTO, we must use an

extra indirection involving aggregating all thread-local read epochs to compute the global

garbage collection epoch (gce). This is due to the fact that read-only transactions in MSTO

run in the recent past at timestamp rtsg (see § 3.2.3).

Once gce advances beyond the expiration time of an old version, all active transactions

in the system, including read-only ones, must be running with reth values greater than

the expiration time of the old version, which is the weth value when the newer version is

installed. This in turn means that all transactions are now executing with read timestamps

greater than the write timestamp of the new version, therefore all reads will be caught by

the new version.

This setup allows the version chain to contain dangling pointers (i.e. pointers pointing to

expired old versions). As a result there is no need to scrub pointers when garbage-collecting

old versions. Since all transactional reads will be caught by newer versions, the dangling

pointers are guaranteed to never be dereferenced.
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3.2.6 Deletes in MSTO

Deletes in MSTO are tricky because in a multi-version system, a delete should not

physically unlink a record from the index until no transactions are executing at a timestamp

before the record has been deleted. One way to achieve this is to never physically unlink any

records – any records that ever existed in the system will be preserved. While this works,

it creates the problem that a range scan may need to skip through a potentially unbounded

number of logically deleted records.

MSTO addresses this “multi-version deletion” problem by lazily cleaning up unneeded

records. This cleanup is executed by the garbage collection mechanism. Installation of

a version with a “deleted” status enqueues a garbage collection callback that is invoked

when the version immediately older than the deleted version expires. When the callback

executes, it 1) searches the index structure to check whether the deleted version is the only

unexpired version in the version chain of the record, and 2) if true, physically unlinks the

record from the index structure. The two steps above are executed as a critical section using

Masstree’s internal locking to ensure their correctness with respect to concurrent Masstree

inserts, deletes, and lookups.
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Chapter 4

Experiment Setup

We demonstrate our findings by measuring the throughput of our database system using

a suite of benchmarks. These benchmarks are shared in the evaluation of both our baseline

system in Chapter 5 and the optimized system in Chapter 6. We use this brief chapter to

describe the experimental platform and benchmarks we used to conduct these experiments.

4.1 Experiment Setup

We conduct our experiments on Amazon EC2 m4.16xlarge dedicated instances, each

powered by a pair of Intel Xeon E5-2686 v4 CPUs clocked at 2.30 GHz. Each machine

is equipped with 32 CPU cores (64 hyperthreads) and 256GB of RAM, evenly distributed

across two NUMA nodes. Medians of 5 runs are reported with minimum and maximum

values shown as error bars. Some results show little variation, so error bars are not always

visible. In all experiments, aborted transactions are automatically retried on the same thread

until they commit successfully.
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4.2 Workloads

We measure two standard benchmarks, YCSB (A and B) [12] and TPC-C [54], with

high and low contention settings. We also measure two additional high-contention work-

loads modeled after Wikipedia and RUBiS.

The TPC-C benchmark models an inventory management workload. We implement

the full mix and report the total number of transactions committed per second across all

transaction types, including 45% new-order transactions. As required by the TPC-C spec-

ification, we implement a queue per warehouse for delivery transactions, and assign one

thread per warehouse to preferentially execute from this queue. (“[T]he Delivery transac-

tion must be executed in deferred mode . . . by queuing the transaction for deferred execu-

tion” [55, §2.7].) Delivery transactions for the same warehouse always conflict, so there

is no point in trying to execute them in parallel on different cores. TPC-C contention is

controlled by varying the number of warehouses. With one warehouse per worker thread,

contention is relatively rare (cross-warehouse transactions still introduce some conflicts);

when many threads access one warehouse, many transactions conflict. We enable Silo’s fast

order-ID optimization [56], which reduces unnecessary conflicts between new-order trans-

actions. For tables that are insert-only in the workload (e.g. the HISTORY table), we generate

unique primary keys for each new row locally on each thread to reduce contention on the

right-most leaf node of the table. We implement contention-aware range indexes (§ 5.1.5)

and use hash tables to implement indexes that are never range-scanned. On MVCC systems

(MSTO and Cicada), we run read-only TPC-C transactions slightly in the past, allowing

them to commit with no conflict every time.

YCSB models key-value store workloads; YCSB-A is update-heavy, while YCSB-B is

read-heavy. YCSB contention is controlled by a skew parameter. We set this relatively high,

resulting in high contention on YCSB-A and moderate contention on YCSB-B (the bench-
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mark is read-heavy, so most shared accesses do not cause conflicts). All YCSB indexes use

hash tables.

Our Wikipedia workload is modeled after OLTP-bench [15]. Our RUBiS workload is

the core bidding component of the RUBiS benchmark [46], which models an online auction

site. Both benchmarks are naturally highly contended. Whenever necessary, indexes use

Masstree to support range queries.

We also evaluate the TPC-C benchmarks in other implementations, specifically Cicada,

MOCC, and ERMIA. All systems use Silo’s fast order-ID optimization (we enabled it when

present and implemented it when not present). We modified Cicada to support delivery

queuing, but did not modify MOCC or ERMIA.
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Chapter 5

Understanding Baseline Performance

5.1 Basis Factors

Main-memory transaction processing systems differ in concurrency control algorithms,

but also often differ in implementation choices such as memory allocation, index types, and

backoff strategy. In years of running experiments on such systems, we have developed a list

of basis factors, which are design choices that can have significant impact on performance.

This section describes the basis factors we have found most impactful. For instance, OCC’s

contention collapse on TPC-C stems from particular basis factor choices, but not inherent

limitations of the concurrency control algorithm. We describe the factors, suggest a spe-

cific choice for each factor that performs well, and conduct experiments using both high-

and low-contention TPC-C to show their effects on performance. We end the section by

describing how other systems implement the factors, calling out important divergences.

Figure 5.1 shows an overview of our results for OSTO, which is our focus in this section.

The heavy line represents the OSTO baseline in which all basis factors are implemented

according to our guidelines. In every other line, a single factor’s implementation is replaced

with a different choice taken from previous work. The impact of the factors varies, but on
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high-contention TPC-C, four factors have 20% or more impact on performance, and one

factor can cause collapse. We will show in Chapter 7 that the lack of contention regulation

combined with an additional point of contention in the benchmark also leads to surprising

performance collapses. In TSTO and MSTO, the basis factors have similar impact, except

that memory allocation in MSTO has larger impact due to multi-version updates. We omit

these results to avoid repetition.

5.1.1 Contention regulation

Contention regulation mechanisms in transaction processing systems, especially those

with OCC-like concurrency control algorithms, increase the chance of forward progress

in highly contended workloads. They help prevent live lock and starvation situations due

to repeated conflicts and retries. Contention regulation can be implemented at different

levels in a transaction-processing system. At a low level, locks may implement contention

regulation by backing off after a failed compare-and-swap to avoid repeated cache line

invalidations. At a higher level, contention regulation mechanisms may inject a delay before

retrying a transaction that repeatedly aborts.

We focus on contention regulation at the transaction level. Figuring out the right amount

of delay before retrying the aborted transaction (due to conflict) is critical. Over-eager retry

leads to excessive cache line bouncing and even contention collapse; over-delayed retry

wastes system resources by leaving cores idle. We recommend randomized exponential

backoff as a baseline for contention regulation. This is not optimal at all contention levels

– under medium contention, it can cause some idleness – but as with spinlock implemen-

tations [41] and network congestion [1], exponential backoff balances quick retry at low

contention with low invalidation overhead at high contention.

The “No contention regulation” lines in Figure 5.1 show OSTO performance with no
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Figure 5.1: OSTO throughput under TPC-C full-mix showing impact of basis factors.
Factor optimizations are individually turned off from the optimized baseline to demon-
strate the capping effect of each factor.

backoff before retrying aborted transactions. Lack of contention regulation leads to perfor-

mance collapse as contention gets extreme, as demonstrated by the sharp drop in perfor-

mance from 12 to 24 threads in Figure 5.1a. It is worth noting that Silo [56], a popular

system frequently regarded as a state-of-the-art OCC implementation in performance stud-
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ies, disables backoff by default. Silo supports exponential backoff through configuration,

but some comparisons using Silo have explicitly disabled that backoff, citing (mild) over-

heads at medium contention [36]. This is an unfortunate choice for evaluations including

high-contention experiments.

5.1.2 Memory allocation

Transactional systems stress memory allocation by allocating and freeing many records

and index structures. This is particularly relevant for MVCC systems, where every update

allocates memory to preserve old versions. Memory allocators can impose hidden addi-

tional contention (on memory pools) as well as other overheads, such as TLB pressure and

memory being returned prematurely to the operating system. We recommend using a fast

general-purpose scalable memory allocator as a baseline, and have experienced good re-

sults with rpmalloc [47]. A special-purpose allocator could potentially perform even better,

and Cicada and other systems implement their own allocators. However, scalable allocators

are complex in their own right, and we found bugs in some systems’ allocators that hob-

bled performance at high core counts (§ 5.2.3). In our experience scalable general-purpose

allocators are now fast enough for use in high-performance transactional software. Some

systems, such as DBx1000, reduce allocator overhead to zero by preallocating all record

and index memory before experiments begin. We believe this form of preallocation changes

system dynamics significantly – for instance, preallocated indexes never change size and

are never inserted into – and should be avoided.

The “Slow allocator” lines in Figure 5.1 show OSTO performance using the default

glibc memory allocator. Silo uses the system default allocator [56], though it can be con-

figured to use other general-purpose allocators that are malloc-compatible. OSTO with

rpmalloc performs 1.5× better at high contention, and at low contention the glibc allocator
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becomes a bottleneck and stops the system from scaling altogether.

5.1.3 Abort mechanism

High-contention workloads stress abort mechanisms in transaction processing systems

due to the high rate of aborts occurring in the system. High abort rates do not necessarily

correspond to lower throughput on modern systems, and in particular, reducing abort rates

does not always improve performance. We find this to be true both in our experience (see

Chapter 7) and in prior work [37]. However, some abort mechanisms impose surprising

overheads. C++ exceptions – a tempting abort mechanism for programmability reasons

– can acquire a global lock in certain language runtime implementations (the default C++

runtime on many GNU Linux operating systems has this problem). This protects exception-

handling data structures from concurrent modification by the dynamic linker. When using

C++ exceptions to handle aborts, this lock becomes a central point of contention for all

aborted transactions.

We are not implying that certain operating systems have bad language runtime imple-

mentations. This is more of a misuse of language features by transaction processing system

designers. Exceptions, by definition, are supposed to be rare occurrences, therefore the

language runtime focuses on making the non-exception common path fast at the cost of

a slower exception path. To avoid such hidden overheads imposed by the language run-

time, we recommend implementing aborts using explicitly-checked return values. In our

implementation, all transactional operations that can abort return a boolean value indicat-

ing whether an abort needs to occur.

The “Inefficient aborts” lines in Figure 5.1a show OSTO performance using C++ ex-

ceptions for aborts. Original STO, Silo, and ERMIA all abort using exceptions. Fast abort

support offers 1.2–1.5× higher throughput at high contention.
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5.1.4 Index types

Index types refer to the types of data structures used to implement database tables or

indexes. Systems typically choose from two types of data structures, ordered and unordered,

to implement database tables based on workload needs. Ordered data structures are usually

tree-like and support efficient range scans, while unordered data structures rely on pseudo-

random hashes to support fast point queries.

In terms of functionality, ordered data structures form a superset of unordered data

structures, and many databases simply use ordered data structures for all tables and indexes

to simplify implementation. Silo, for instance, uses Masstree [39], a B-tree-like structure,

to implement all tables. Most TPC-C implementations we have examined use unordered

data structures, or hash tables more specifically, for indexes unused in range queries. Some

implementations use hash tables for all indexes and implement complex workarounds for

range queries [63]. Hash tables offer O(1) access time where ordered trees offer O(logN),

and a hash table can perform 2.5× or more operations per second than a B-tree even for a

relatively easy workload. We recommend using hash tables to implement database indexes

when the workload allows it, and ordered (B-tree) indexes elsewhere.

The “No hash index” lines in Figure 5.1 show OSTO performance when all indexes

use Masstree, whether or not range scans are required. Silo and ERMIA lack hash table

support. Hash index support offers 1.2× higher throughput at any contention level; this

is less than 2.5×, because data structure lookups are not the dominant factor in TPC-C

transaction execution.

5.1.5 Contention-aware indexes

We discovered an interesting instance of index contention in TPC-C that does not

greatly affect the overall throughput, but can cause starvation of certain classes of trans-
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Figure 5.2: Example illustrating index contention on the TPC-C NEW ORDER table. An
insert to the end of one district in new-order can conflict with a range scan in delivery on
the adjacent district.

actions. The contention stems from disjoint ranges false-sharing of B-tree leaf nodes in

secondary indexes.

The NEW ORDER table in the TPC-C benchmark is keyed by 〈wid,did,oid〉, a combina-

tion of warehouse ID, district ID, and order ID. The new-order transaction inserts records

at the end of a 〈wid,did〉 range, while the delivery transaction scans a 〈wid,did〉 range

from its beginning. This workload appears naturally partitionable: new-order and delivery

transactions operating on distinct 〈wid,did〉 pairs need not conflict.

This is, however, not the case in some index implementations. An index may choose

to treat the whole 〈wid,did,oid〉 tuple as an opaque unit, and as a result a district bound-

ary is likely to fall within a B-tree leaf node. For example, 〈wid=1,did=1,oid=999〉 and

〈wid=1,did=2,oid=1〉 are consecutive in the key space, and they are likely to reside in the

same B-tree leaf node. If this occurs, the tree-node-timestamp-based phantom protection

(described in § 3.2.1) will cause new-order transactions on the earlier district and delivery

transactions on the later district to appear to conflict, inducing aborts in delivery and even

starving it. See Figure 5.2 for an illustration of this scenario.

We recommend implementing contention-aware indexing: indexes that are not suscep-

tible to the aforementioned false sharing problem. This can be done either automatically

or by taking advantage of static workload properties. Our baselines implement contention-

aware indexing by leveraging a side effect of Masstree’s trie-like structure [39, §4.1]. Cer-

tain key ranges in Masstree will never cause phantom-protection conflicts. As illustrated in
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Figure 5.3: Contention-aware index routes keys with distinct prefixes to different leaves.

Figure 5.3, by representing a 〈wid,did〉 pair using a multiple of 8 bytes, keys with differ-

ent 〈wid,did〉 prefixes are routed to different B-trees in the bottom layer, guaranteeing that

these keys never share leaf nodes. Scans of all orders within a 〈wid,did〉 range thus never

conflict with inserts or deletes into any other range. To implement contention-aware index-

ing, we reserve eight bytes for each key component in a multi-key index, which maps each

key component to distinct layers of B-trees. This technique avoids the index contention at

the cost of larger key size (24 bytes instead of 8 bytes).

Figure 5.4a shows the impact of contention-aware indexes on delivery transactions in

high contention TPC-C. When not using contention-aware indexes (the “Index contention”

line in the figure), delivery transactions almost completely starve at high contention. This

starvation is similar to the OCC performance collapse under high contention reported in

prior work [37]. When executing delivery transactions in deferred mode, as required by

the TPC-C specification, this starvation of delivery transactions may not actually lead to a

collapse in overall transaction throughput, because other transactions can still proceed as

normal while delivery transactions are being starved in the background.

The larger key size in our contention-aware indexes adds negligible performance over-

head under low contention, as shown in the results in Figure 5.4b.
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Figure 5.4: Throughput of delivery transactions with and without contention-aware in-
dexes. Showing OSTO results with TPC-C full mix.

5.1.6 Other factors

Other basis factors like transaction internals and deadlock avoidance have visible but

more limited impact.

Transaction internals refers to the mechanisms for maintaining transaction tracking

sets. These mechanisms are private to each transaction thread so they do not need to be
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thread-safe, but they still need to be carefully engineered to ensure that they introduce

minimal overhead in serial execution because they sit on the critical path of every transac-

tional operation. Since optimistic transactions do not apply updates at execution time but

instead buffer them in the write sets, a later read from the same transaction may need to

search within the tracking set to return the buffered (or “correct”) result. To facilitate this

lookup, transaction tracking sets typically maintain internal state that maps the physical

in-memory location of a record to the corresponding tracking set entry. Good transaction

internals implement this as a fast and well-tuned hash table. We recommend strong transac-

tion internals by default, although the factors listed before have more performance impact.

Replacing STOv2’s highly-engineered internals with Cicada’s simpler internals reduced

performance by just 5%.

Transaction processing systems also need deadlock avoidance or detection strategies

as they can acquire more than one lock at the same time during the lock phase of the

commit protocol. Transactions can access records in arbitrary orders, but the locks must

be acquired according to the same order across all transactions to avoid deadlocks. Early

OCC database implementations achieve this by sorting their write sets according to some

global order [31,56,64]. In the context of main-memory databases, this sorting can be done

quickly by using the memory addresses of the corresponding records or data structure nodes

as sort keys. An alternative technique called bounded spinning is popular in transactional

memory systems. This technique attempts to acquire locks without sorting, but instead of

waiting indefinitely for the lock to become available, and then aborts the transaction at the

lock phase if it takes too long to acquire a lock in the write set, assuming that deadlock is

occurring. Our experience, as well as a prior study [59, §7.2], finds that write set sorting is

expensive and we recommend bounded spinning for deadlock avoidance. However, write

set sorting generally had relatively low impact (≈ 10%) in OLTP workloads as the write

sets are typically small. The exception was DBx1000 OCC [64], which prevents deadlock
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System
Contention
regulation

Memory
allocation Aborts

Index
types

Transaction
internals

Deadlock
avoidance

Contention-
aware
index

Silo [56] −− −− −− − − + +

STO [27] −− −− −− + + + +

DBx1000 OCC [63] + N/A + + − −− −−
DBx1000 TicToc [64] + N/A + + − + −−
MOCC [57] N/A + + + + + −−
ERMIA [30] + + −− − + + +

Cicada [37] + + + + + N/A N/A
STOv2 (this work) + + + + + + +

Table 5.1: How comparison systems implement the basis factors described in § 5.1. On
high-contention TPC-C at 64 cores, “+” choices have at least 0.9× STOv2’s perfor-
mance, while “−” choices have 0.7–0.9× and “−−” choices have less than 0.7×.

using an unusually expensive form of write set sorting: comparisons use records’ primary

keys rather than their addresses, which causes many additional cache misses, and the sort

algorithm is O(n2) bubble sort. Write-set sorting took close to 30% of the total run time of

DBx1000’s “Silo” TPC-C under high contention.

5.1.7 Summary

Table 5.1 summarizes our investigation of basis factors by listing each factor and quali-

tatively evaluating 8 systems, including STOv2, according to their implementations of these

factors. We performed this evaluation through experiment and code analysis. Each system’s

choice is evaluated relative to STOv2’s and characterized as either good (“+”, achieving

at least 0.9× STOv2’s performance), poor (“−”, 0.7–0.9×), or very poor (“−−”, less than

0.7×).

5.2 Baseline Evaluation

Having implemented reasonable choices for the basis factors, we evaluate STOv2’s

three concurrency control mechanisms on our suite of benchmarks and at different conten-
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tion levels. Our goal is to separate the performance impacts of concurrency control from

those of basis factors.

Prior work showed OCC performance collapsing at high contention on TPC-C, but our

findings are quite different. OSTO’s high-contention TPC-C throughput is approximately

0.6× that of MSTO, even at 64 threads. Neither system scales nor collapses. At low con-

tention, however, OSTO throughput is 1.9× that of MSTO. These results hold broadly for

our other benchmarks.

5.2.1 Overview

Figures 5.5 – 5.7 shows the transaction throughput of all three concurrency control

variants in STOv2 on our suite of benchmarks, and with thread counts varying from 1 to

64. The committed mix of transactions conforms to the TPC-C specification except in the

one-warehouse, high core count settings. (In OSTO at 64 threads, the warehouse delivery

thread mandated by the specification cannot quite reach 4% of the mix when 63 other

threads are performing transactions on the same warehouse; we observe 3.2%.) Perfect

scalability would show as a diagonal line through the origin and the data point at 1 thread.

Only low-contention benchmarks (TPC-C with one warehouse per worker, Figure 5.5b,

and YCSB-B, Figure 5.6b) approach perfect scalability. The change in slope in these scala-

bility graphs at 32 threads is due to hyperthreading (the machine has only 32 physical cores,

and beyond 32 threads it begins to utilize hyperthreads). On high-contention benchmarks,

each mechanism scales up to 4 or 8 threads, then levels off. Performance declines a bit as

thread counts further increase, but does not collapse.

When scalability is good, performance differences are due primarily to the inherent

overhead of each mechanism. In Figure 5.5b, for example, TSTO’s more complex time-

stamp management causes it to slightly underperform low-overhead OSTO, while MSTO’s
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considerably more complex version chain limits its throughput to 0.52× that of OSTO.

Some of the high-contention benchmarks impose conflicts that affect all mechanisms

equally. For example, YCSB-A has fewer than 0.1% read-only transactions and high key

skew (many transactions touch the same keys). This prevents TicToc and MVCC from

discovering safe commit orders, so OSTO, TSTO, and MSTO all scale similarly, and

OSTO outperforms MSTO by 1.5–1.7× due to MSTO overhead (Figure 5.6a). On other

benchmarks, the mechanisms scale differently. For example, in high-contention TPC-C

(Figure 5.5a), OSTO levels off after 4 threads, while MSTO and TSTO scale well to 12

threads. This is due to OSTO observing more irreconcilable conflicts and aborting more

transactions, allowing MSTO to overcome its higher overhead and outperform OSTO. At

12 threads with 1 warehouse, 47% of new-order/payment transactions that successfully

commit in MSTO would have been aborted by an OCC-style timestamp validation.

In summary, we do not observe contention collapse in any concurrency control variant,

and our MVCC implementation has significant overhead relative to OCC at low contention

and even some high-contention scenarios. All these results differ from previous reports. We

do not claim that OCC will never collapse. It is easy to cause OCC contention collapse for

some transaction classes in a workload, such as by combining OLTP workloads with OLAP

ones, where MVCC could avoid collapse by executing analytical (often read-only) queries

in the recent past. However, we did find it striking that these important, real-world-inspired

benchmarks did not collapse, and that some of these benchmarks showed MVCC having

scaling behavior similar to OCC under contention.

Some differences from prior results are worth mentioning. Our YCSB-A results are

lower than those reported previously [37]. This can be attributed to our use of the YCSB-

mandated 1000-byte records; DBx1000 uses 100-byte records. Cicada’s reported results

for Silo and “Silo′” (DBx1000 Silo) show total or near performance collapse at high con-

tention, but our OCC measurements show no such collapse. We attribute this difference to
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Figure 5.5: STOv2 baseline systems performance on TPC-C workloads.

Silo’s lack of contention regulation, inefficient aborts, and general lack of optimization, and

to DBx1000’s unnecessarily expensive deadlock avoidance and lack of contention-aware

indexing.
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Figure 5.6: STOv2 baseline systems performance on YCSB workloads.

5.2.2 Benefits of reordering

Figure 5.5a (high-contention TPC-C) shows that TSTO, which implements TicToc con-

currency control, has an advantage even over MSTO (MVCC). TSTO’s dynamic transac-

tion reordering avoids some conflicts on this benchmark, helping it outperform OSTO by

up to 1.7×; since it keeps only one version per record, it avoids the version chain and

garbage collection overheads and outperforms MSTO by up to 1.3×. However, this effect
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Figure 5.7: STOv2 performance on Wikipedia and RUBiS workloads.

is limited to TPC-C. We observed no significant benefit of TSTO over OSTO in any other

workload.

Careful manual inspection of the workload reveals that this effect centers on a conflict

between TPC-C’s new-order and payment transactions. These transactions conflict while

trying to access the same WAREHOUSE table row; new-order transactions read the tax rate

of the warehouse, while payment transactions increment the year-to-date payment amount
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Figure 5.8: Cross-system comparisons: STOv2 baselines and other state-of-the-art sys-
tems, TPC-C full mix.

of the warehouse. Note that this particular conflict is a false conflict: the transactions actu-

ally access distinct columns in the warehouse table. Both TicToc and MVCC can reduce

aborts due to this conflict by rescheduling the new-order transaction to commit with an ear-

lier commit timestamp. This reduces aborts and improves performance, but it generalizes

poorly. Transactions that issue more reads than new-order are more difficult to reschedule,

since reads constrain ordering, and TicToc cannot reschedule write-write conflicts. Neither

TicToc nor MVCC addresses the true scalability issue, which is the false conflict. In § 6.5
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we will show that eliminating this class of conflicts with timestamp splitting is a more

effective and generalizable approach that applies to all our benchmarks, not just TPC-C.

5.2.3 Cross-system comparisons

Figure 5.8 shows how STOv2 baseline systems compare with other state-of-the-art

main-memory transaction systems on TPC-C. We use reference distributions of Cicada,

ERMIA, and MOCC.

Figure 5.8a shows that both MOCC and ERMIA struggle at high contention (the reason

is locking overhead). Cicada outperforms both MSTO and OSTO, and matches TSTO’s

performance at high contention. Cicada implements more optimizations than MSTO. For

instance, where other MVCC systems, including MSTO, use a shared, and possibly con-

tended, global variable to assign execution timestamps, Cicada uses “loosely synchronized

software clocks”, a scalable distributed algorithm based on timestamp counters; and Ci-

cada’s “early version consistency check” and “write set sorting by contention” optimiza-

tions attempt to abort doomed transactions as soon as possible, thereby reducing wasted

work. Nevertheless, Cicada outperforms MSTO by at most 1.25× at all contention levels,

and MSTO slightly ouperforms Cicada at low contention (Figure 5.8b). This contrasts with

Cicada’s own evaluation, which compared systems with different basis factor choices, and

in which Cicada outperformed all other systems, even on low contention benchmarks, by

up to 3×. At low contention, however, Cicada’s performance collapses at high core counts

due to memory exhaustion (Figure 5.8b). This appears to be an issue with Cicada’s special-

purpose memory allocator, since there is no exhaustion when that allocator is replaced with

jemalloc, the default allocator in DBx1000.
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Chapter 6

High Contention Optimizations

6.1 Overview

The baseline evaluation in the previous chapter shows that all three concurrency control

mechanisms perform badly under high contention. Although none of them collapse, they all

struggle to maintain performance as the concurrency level increases. This is unsurprising

as the high contention workloads, by definition, contain high degrees of conflicts. However,

our analyses show that many conflicts registered by concurrency control mechanisms are

not necessarily conflicts mandated by workload semantics. The true level of conflicts in the

workload can be greatly reduced, improving performance.

We show that by applying two optimization techniques, commit-time update (CU) and

timestamp splitting (TS), we can eliminate whole classes of conflicts. They improve per-

formance, sometimes significantly, for all of our workloads on OCC, TicToc, and MVCC.

They also exhibit synergy: on some workloads, TS makes CU far more effective, and to-

gether they can achieve greater benefit than the sum of their individual benefits. Our cur-

rent implementations of the these techniques require effort from transaction programmers,

as the instantiation of each technique depends on the workload. This differs from concur-
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rency control changes such as TicToc and MVCC, which require no effort from transaction

programmers. However, the techniques are conceptually general, and applying them to a

given workload is not difficult, especially with the help of tools that automate some of the

more tedious tasks. CU and TS also eliminate classes of conflicts that concurrency con-

trol algorithms cannot, resulting in bigger improvements than those achieved by changing

concurrency control alone.

6.1.1 Commit-time updates (CU)

In many implementations, transactional read-modify-write operations are represented

as multiple entries in the tracking set. A read-modify-write is often broken into a read fol-

lowed by a write, leading to a read set entry and a write set entry in the tracking set. This

representation is general and intuitively correct, but it also means the read set entry associ-

ated with the read-modify-write operation now needs to be validated at commit time, as if

the read really observes transactional state. Many classes of read-modify-write operations,

however, do not actually observe, or more precisely externalize, transactional state.

Take the increment operation as an example. In many cases, an increment operation

used in a transaction does not export the value of the record being incremented. It only

cares about the increment actually takes place. This is common in transactions that maintain

various counters in the database. From the perspective of workload semantics, this type

of increment operations are blind writes. However, as mentioned earlier, these increment

operations are represented as pairs of read and write set entries in many systems. This adds

unnecessary read-write dependencies between increment operations, resulting in conflicts

that are not required by operation semantics.

Commit-time updates avoid these conflicts entirely by using a special write set entry

that indicates that a value should be incremented instead of overwritten, and stores only
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the increment amount in the write set. The actual increment is then applied at commit time

during the install phase, when the appropriate locks are already held.

We implement commit-time updates for OCC, TicToc, and MVCC. The implementa-

tion centers on function objects called updaters that encode operations on a datatype. A

write set component can either be a full value used to overwrite the old value, as in con-

ventional transaction processing systems, or an updater indicating a read-modify-write that

does not externalize the concrete value of the record. The updater encodes the operation

to be performed on a record and any parameters to that operation. When invoked, it mod-

ifies the record according to its encoded parameters. Its execution is isolated to a single

record: it may access the record and its encoded parameters, but not any other state. A

single transaction may, however, invoke many updaters. Updaters currently do not support

read-modify-write operations that spread across multiple records.

An updater can be used if a read-modify-write operation within a transaction does not

externalize, by either data flow or control flow, the value of the underlying record. In ad-

dition to the increment operation mentioned before, many other operations also fall into

this category, such as maintaining a running maximum. Here, for example, T1 could use an

updater to modify x (the updater would perform the boxed operations), but T2 should not

(part of x is returned from the transaction so x must be observed):

T1:

tmp = y.col1;

x.col2 += 1;

x.col3 = max(tmp, x.col1);

return tmp;

T2:

tmp = y.col1;

x.col1 += tmp;

return x.col1;

We implement many classes of commit-time updates, such as 64-bit integer addition,

integer max, blind writes, and updates specialized for specific TPC-C transactions.
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Commit-time updates relate to commutativity, which has long been used to reduce con-

flicts and increase concurrency in transactional systems [3, 10, 27, 61]. Though they can

represent both commutative and non-commutative read-modify-write operations, they do

not support some optimizations possible only for commutative operations [43].

6.1.2 Timestamp splitting (TS)

Many database records comprise multiple pieces of state subject to different access

patterns. For instance, records in a relational database may have many columns, some of

which are accessed more often or in different ways. Schema transformations such as row

splitting and vertical partitioning [44] use these patterns to reduce database I/O overhead by,

for example, only keeping frequently-accessed record fragments in a memory cache. The

timestamp splitting optimization uses these patterns to avoid classes of concurrent control

conflicts.

We observe that in the database table schema used by many workloads, columns that

are frequently updated and columns that are infrequently or even never updated are often

kept in the same row. In conventional database systems, all columns in the same row are

subject to concurrency control as a monolithic unit. This means that read accesses to the

infrequently updated part of the row will seemingly conflict with an update to the frequently

updated part of the row.

This occurs in a number of workloads, including the widely-used TPC-C benchmark.

For example, new-order transactions in the benchmark read the “tax rate” column from the

DISTRICT table, and payment transactions update the “year-to-date” amount in that table.

In most systems new-order and payment transactions will thus conflict on the DISTRICT ta-

ble row, although by workload semantics there isn’t any read-write dependencies between

the two transactions on this table row. We identified similar instances of false conflicts in
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Figure 6.1: Record structures with timestamp splitting. Assume the record has four
columns, where Col1 and Col2 are infrequently updated, and Col3 and Col4 are fre-
quently updated.

many other tables in TPC-C, as well as in all other benchmarks we measured. Timestamp

splitting divides a record’s columns into disjoint subsets, called column groups, and makes

concurrency control operate independently for each column group. Figure 6.1 shows exam-

ples of record structures with timestamp splitting in STOv2 concurrency control variants.

In OSTO and TSTO, we simply let each record contain one or more concurrency con-

trol timestamps, one for each column group. When modifying a record, the system updates

all timestamps that overlap the modified columns, but when observing a record, the sys-

tem observes only those timestamps sufficient to cover the observed columns. In a typical

example, shown in Figure 6.1a, one timestamp covers infrequently updated columns while

another timestamp covers the rest of the record. Simple two-part splitting like this is fre-

quently useful. In TPC-C’s CUSTOMER table, the columns with the customer’s name and

ID are often observed but never modified, whereas other columns, such as those contain-
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ing the customer’s balance, change frequently; using a separate timestamp for name and

ID allows observations that access only name and ID to proceed without conflict even as

balance-related columns change.

MSTO implements timestamp splitting by including one or more version chains per-

record, one for each column group, as illustrated in Figure 6.1b. The version chains operate

independently as if they are different records, but they are stored under the same primary

key. At execution time, the transaction computes the desired chain(s) to perform MVCC

operations on based on the column access information supplied.

Although our system supports splitting records into an arbitrary number of column

groups, in our evaluation we only show results with two column groups. Additional column

groups come at higher costs – for instance, read and write sets as well as record layouts take

more memory – and on all of our benchmarks, splitting records into more than two column

groups negatively impacts performance.

Potential synergy with CU

Timestamp splitting can expose additional commit-time update opportunities. For ex-

ample, this transaction appears not to benefit from commit-time updates, since an observa-

tion of x is externalized (by returning x.col2).

tmp = y.col1;

x.col1 += tmp;

return x.col2;

However, if x.col1 and x.col2 are assigned to separate column groups by timestamp split-

ting and treated as independent units by concurrency control, the modification to x.col1

can be implemented via an updater – the observation of x.col1 is not externalized.
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6.2 Implementation of CU

In concurrency control mechanisms where only the latest version of each record is

kept, like OCC and TicToc, updaters are invoked during the install phase (§ 3.2.2, Phase

3) of the commit protocol. They apply modifications in-place on the records directly while

the corresponding transaction locks are held. This approach no longer works for MVCC

because records are never updated in-place – old versions of a record are immutable, and a

new version has to be created and inserted into the version chain for every update.

6.2.1 CU implementation in MSTO

We implement commit-time updates in MSTO using special version chain elements

called delta versions. Delta versions simply contain updaters and do not represent the full

value of the version, as illustrated in Figure 6.2. Delta versions are inserted into the version

chain as blind writes.

Since delta versions do not contain full values, reading a delta version requires a flat-

tening procedure. This procedure computes the full, materialized value of the record at the

read timestamp of the transaction. It starts from the most recent full version of the record

and applies all updater operations in delta versions in write timestamp order. The resulting

full value of the version is then copied into delta version, turning the delta version into a

full version ready for normal MVCC reads.

6.2.2 Concurrent flattening in MSTO CU

The flattening procedure is thread-safe. Each thread that flattens 1) creates a private

copy of the full version used as the “basis” of the flattening procedure, 2) applies updater

operations in delta versions to the private copy to build the materialized value, and 3) copies

the final materialized value to the target delta version while holding a lock. If a thread
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Figure 6.2: Record structure in MSTO with commit-time updates. The COMMITTED∆ ver-
sion encodes an updater. Concurrent transactions can insert more delta versions either
before or after the COMMITTED∆.

detects that the delta version is locked by another thread’s flattening process at any time, it

can simply abandon its own flattening process and wait for the lock to become free.

This, however, works only if concurrent flattening procedures initiated at the same delta

version are guaranteed to produce the same materialized value of the record. It means trans-

actions must prevent new versions, delta or full, from being inserted to the segment of the

version chain that is being flattened.

Currently we use a flatten-freeze technique to ensure correct concurrent flattening. The

flattening procedure works in two phases, because MSTO version chains are singly-linked

lists. The first phase walks down the version chain from the delta version being “read”,

pushing delta versions into a stack until it reaches a full version that can be used as a basis

for flattening. The second phase then pops delta versions from the stack and apply updaters

in them to the full version in the correct order. During the first phase that walks down the

chain, the version chain is frozen to prevent new version insertions by extending the read

timestamps of every version visited to the write timestamp of the delta version where the

flattening started. This guarantees that any new versions older than the delta version (which

are the only versions that could have interfered with the flattening process) cannot be in-

serted and committed in the version chain segment where flattening occurs. (Due to the

read timestamp consistency check mandated by the MVCC commit protocol: the inserted

version’s write timestamp must be greater than the read timestamp of the version it over-
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writes.) The first flattening procedure that finishes the first-phase version chain walk freezes

the chain segment, and all subsequent flattening procedures on the same delta version are

guaranteed to reach the same result.

6.2.3 Impact on MSTO garbage collection

Delta versions impact MSTO’s garbage collection, since a version may be marked for

deletion only if a newer full version exists (a newer delta version does not suffice). MSTO

ensures that whenever a full version is created – either directly, through a conventional

write, or indirectly, when a read flattens a delta version – all older versions are marked for

garbage collection. To prevent an old version from being enqueued for deletion by multiple

threads, each old version also contains an atomic flag indicating whether it has already been

put on the garbage collection queue of some thread. The maintenance function responsible

for garbage collection also periodically performs flattening on infrequently-read records so

that version chains do not grow indefinitely.

6.3 Implementation of TS

We implement timestamp splitting in STOv2 using both compile-time and runtime com-

ponents.

Static workload properties are analyzed to create a plan for splitting records into column

groups, expressed as a series of C++ template specializations. The template specializations

map columns to the timestamp or version chain of the column group it belongs to, as well as

implementing specialized copy functions that write only to affected column groups while

installing new versions of column groups.

In single-version concurrency control variants (OSTO and TSTO), we do not need to

alter the underlying storage of the row, but need only to re-associate timestamps to column
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<?xml version="1.0"?>

<ts-split-definition>

<record name="district_value">

<split name="district_value_infreq">

<field type="vchar" width="10" name="d_name"/>

<field type="vchar" width="20" name="d_street_1"/>

<field type="vchar" width="20" name="d_street_2"/>

<field type="vchar" width="20" name="d_city"/>

<field type="fchar" width="2" name="d_state"/>

<field type="fchar" width="9" name="d_zip"/>

<field type="int" width="64" name="d_tax"/>

</split>

<split name="district_value_freq">

<field type="int" width="64" name="d_ytd"/>

</split>

</record>

<record name=...

...

</record>

...

</ts-split-definition>

Figure 6.3: An example of the human-readable XML expression of TS policy, showing
column groups for TPC-C DISTRICT table records.

groups. In MSTO, however, different column groups have to be stored in separate objects

for the version chains to operate independently from one another. This complicates the TS

implementation in MSTO a little, as now a transaction that reads from multiple column

groups will need to access multiple MVCC old versions. To unify the interface presented

to the application, STOv2 adds an indirection called record accessors that internally han-

dle this translation from a named column to the actual memory address of the column

value. Record accessors are also statically expressed as C++ template specializations. Due

to the large amount of C++ boilerplate code involved, we developed an automated tool that
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generates all C++ template specialization code required to implement TS for all three con-

currency control variants. The tool generates code from an XML document that expresses

column group assignment for each record in a more human-readable format demonstrated

in Figure 6.3. The analysis of workload properties currently still has to be done manually.

At runtime, each transaction now needs to supply column access information when ac-

cessing a record, specifying the columns and the type of operation (read, write, or update)

it wishes to perform on each column. STOv2 then computes from the column access infor-

mation the column groups being accessed, and automatically performs the appropriate op-

erations with the corresponding concurrency control timestamps or MVCC version chains.

This computation is performed dynamically at runtime to allow maximum flexibility.

6.4 Workload integration

We currently manually inspect and analyze our workloads to identify opportunities for

CU and TS. Based on analysis results, we implement optimization policies in the form of

C++ updater template specializations (for CU) and XML column group definitions (for TS).

These definitions are then fed through the appropriate code generation tools to become part

of the source code for STOv2 and applied at compile time.

We now provide some additional examples of how we exploit CU and TS opportunities

in the workloads we measure. We use TS to divide records into frequently and infrequently

updated column groups. For records where such access pattern is unclear, like in YCSB

where column selection is random, we partition each record into two evenly divided parts:

one for odd-numbered columns and the other for even-numbered ones. Update operations in

YCSB are blind writes making them ideal candidates for commit-time updates. In RUBiS,

an updater is used to modify an item’s max-bid and quantity columns. In TPC-C, an

updater on warehouse increments its ytd (year-to-date order amount) field, and one on

62



class NewOrderStockUpdater {

public:

NewOrderStockUpdater(int32_t qty, bool remote)

: update_qty(qty), is_remote(remote) {}

void operate(stock_value& sv) const {

if ((sv.s_quantity - 10) >= update_qty)

sv.s_quantity -= update_qty;

else

sv.s_quantity += (91 - update_qty);

sv.s_ytd += update_qty;

sv.s_order_cnt += 1;

if (is_remote)

sv.s_remote_cnt += 1;

}

private:

int32_t update_qty;

bool is_remote;

};

Figure 6.4: Updater for STOCK table records, used by TPC-C’s new-order transactions.
The operate() method encodes the commit-time operation.

customer updates several of its fields for orders and payments. Currently we create updaters

that are datatype-specific, meaning that only one updater can be allowed per record. An

updater can still be parameterized to support different operations on a given record type.

Currently, updater code is not auto-generated, but is typically short enough to imple-

ment by hand. Auto-generation of updater code is left for future work. The shortest updater

takes about 10 lines of code, including boilerplate; the longest, on TPC-C’s CUSTOMER ta-

ble, takes about 30 lines. Figure 6.4 shows a C++ definition of an updater for TPC-C STOCK

table records that handles stock deduction and replenishment in new-order transactions.

Commit-time updates reduce transaction read set sizes significantly. For example, in

TPC-C, all operations on the STOCK table can be implemented via commit-time updates.

This reduces the read set size of each new-order transaction from 33 to 23 (30% reduction)
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on average. In a TPC-C payment transaction, all warehouse and district YTD updates are

commutative, so are customer YTD payment and payment count updates. Commutative

updates reduce the read set size by by half, from 6 to 3, in this transaction, even without

discounting the reading of constant data such as warehouse tax rate, customer name, credit,

etc. Smaller read sets mean fewer read-write dependency edges between transactions and

fewer conflicts.

6.5 Evaluation

We now evaluate the commit-time update and timestamp splitting optimizations to bet-

ter understand their benefits at high contention, their overheads at low contention, and their

applicability to different workloads and CC techniques. We conduct a series of experi-

ments on STOv2 with these optimizations, using all three CC mechanisms, and measure

them against TPC-C, YCSB, Wikipedia, and RUBiS workloads.

6.5.1 Combined effects

Figures 6.5–6.7 shows the effects of applying commit-time updates (CU) and timestamp

splitting (TS) together under our suite of workloads.

In high-contention TPC-C (Figure 6.5a), CU+TS greatly improves throughput for all

three concurrency control variants, with gains ranging from 2× (TSTO) to 4.8× (OSTO). In

comparison, the best-performing concurrency control variant measured for this workload,

TSTO, outperforms the lowest-performing concurrency control variant OSTO by just 1.8×

(Figure 5.5a). This shows that CU and TS optimizations achieve much higher gains than

concurrency control algorithm changes.

High-contention TPC-C and YCSB-A did not scale to 64 threads under any of our

three concurrency control variants. However, with combined CU and TS optimizations
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Figure 6.5: TPC-C results with high contention optimizations.

(+CU+TS), MSTO becomes the only scalable variant. This is thanks to MSTO’s lock-free

pending version insertion technique, which makes the lock phase of the commit protocol

deadlock-free even without deadlock detection. OSTO and TSTO cannot sustain through-

put at high core counts due to the inherent limitations of single-version concurrency con-

trols when handling read-only transactions. However, the absolute throughput of optimized

MSTO does not outpace its OSTO or TSTO counterparts until extremely high contention

(1-warehouse TPC-C at more than 20 cores), and optimized OSTO and TSTO always out-

65



0 25 50
# threads

0

1

2

3
Th

ro
ug

hp
ut

 (M
tx

ns
/s

ec
) OSTO+CU+TS

OSTO

0 25 50
# threads

TSTO+CU+TS
TSTO

0 25 50
# threads

MSTO+CU+TS
MSTO

(a) YCSB-A (high contention: update-intensive, 50% updates, skew 0.99).

0 25 50
# threads

0.0

2.5

5.0

7.5

10.0

Th
ro

ug
hp

ut
 (M

tx
ns

/s
ec

)

OSTO+CU+TS
OSTO

0 25 50
# threads

TSTO+CU+TS
TSTO

0 25 50
# threads

MSTO+CU+TS
MSTO

(b) YCSB-B (lower contention: read-intensive, 5% updates, skew 0.8).

Figure 6.6: YCSB results with high contention optimizations.

perform baseline MSTO.

Similar trends are observed in the high-contention, update intensive YCSB-A workload

(Figure 6.6a). MSTO with CU+TS is again the only scalable variant we measured. It also

manages to achieve much higher gains (as high as 9.5×) in this workload, because the

workload becomes essentially conflict-free with commit-time updates turning updates to

blind writes.

For low-contention TPC-C (Figure 6.5b), where high contention optimizations do not
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Figure 6.7: Wikipedia and RUBiS results with high contention optimizations.

help reduce conflicts, CU+TS adds performance overhead ranging from 6% (in OSTO)

to 18% (in MSTO). This is roughly comparable to the difference between baseline TSTO

and OSTO at low contention, while significantly less than the difference between baseline

MSTO and OSTO. Low-contention TPC-C results in Figure 5.5b show that OSTO is faster

than than TSTO by roughly 10%, and OSTO is 1.93× faster than MSTO.

CU+TS adds slightly more overhead at low-contention TPC-C in MSTO due to its ver-

sion chain complexity and its garbage collection overhead. The high absolute throughput
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in low contention workloads can lead to long version chains containing delta versions. As

a specific example, updates to warehouse ytd values, which are only written to and never

read from, can lead to long version chains that needs to be cleaned up by periodic flatten-

ing at garbage collection time. Garbage collection improvements can potentially reduce this

overhead and may be an interesting direction for future work. In all cases, the added over-

head of CU+TS does not affect scalability. We will discuss in Chapter 7 that alternative CU

and TS implementations in MSTO can lead to surprisingly worse performance overhead at

low-contention.

We find that CU+TS also improves OSTO and TSTO performance in YCSB-B, de-

spite it being a low-contention benchmark. Upon investigation, we discovered that CU+TS

reduces the amount of data retrieved from and written to the database because CU up-

daters move data within only the columns specified. CU+TS incurs a negligible overhead

for MSTO in this benchmark, showing that the multiple version chain organization and the

additional garbage collection and flattening mechanisms do not add overhead for a read-

mostly workload.

CU+TS also benefits all three concurrency control variants under the high-contention

Wikipedia and RUBiS workloads, as shown in Figure 6.7. In Wikipedia, CU+TS improves

performance by 2.8–3.8× at high core counts, while in RUBiS the gains vary from 1.4–

1.7×, depending on the underlying concurrency control used.

In summary, CU+TS benefits all three concurrency control algorithms we studied, and

can be applied to benefit many different workloads.

6.5.2 Separate effects

Table 6.1 shows a breakdown of the effects of CU and TS, when applied individually, on

our high-contention benchmarks for OCC and MVCC. In some workloads, such as TPC-C,
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Benchmark OSTO OSTO+CU OSTO+TS OSTO+CU+TS
TPC-C 292 307 (1.05×) 577 (1.98×) 1393 (4.78×)
YCSB 473 855 (1.81×) 466 (0.99×) 844 (1.78×)
Wikipedia 171 498 (2.91×) 178 (1.04×) 489 (2.86×)
RUBiS 2836 4148 (1.46×) 2829 (1.00×) 4150 (1.46×)

Benchmark MSTO MSTO+CU MSTO+TS MSTO+CU+TS
TPC-C 526 474 (0.90×) 442 (0.84×) 2002 (3.81×)
YCSB 219 1324 (6.04×) 591 (2.70×) 2075 (9.46×)
Wikipedia 120 458 (3.81×) 121 (1.00×) 457 (3.80×)
RUBiS 2287 3732 (1.63×) 2488 (1.09×) 3838 (1.68×)

Table 6.1: Throughput in Ktxns/sec at 64 threads in high-contention benchmarks, with
improvements over respective baselines in parentheses.

CU and TS produce greater benefits together than would be expected from their individual

performance. This is especially clear for MSTO: CU and TS reduce performance when

applied individually, but improve performance by 3.81× at 64 threads when applied in

combination. This is because although many frequently-updated columns can be updated

using CU, it is only effective if the infrequently-updated columns are assigned to a separate

column group that is independently concurrency-controlled (as explained in § 6.1.2).

Of the two optimizations, CU is more frequently useful on its own. For instance, the

highest overall performance in the Wikipedia benchmark is obtained by applying CU only

to OSTO. In the RUBiS benchmark, CU alone is responsible for most of the gains in

CU+TS for both OSTO and MSTO. This is an indication that write-write conflicts are

predominant in these workloads. CU reduces the impact of write-write conflicts while TS

reduces the impact of read-write false sharing.
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Chapter 7

Discussion

As in all complex systems, the devil is in the details. Different design choices of the

same mechanisms we describe in this work can have significant correctness and perfor-

mance impact. We discuss some of the instances here.

7.1 Phantom Protection in TSTO

STOv2 uses the phantom protection strategy described in § 3.2.1 to ensure transac-

tional consistency of key gaps. Masstree maintains OCC-style timestamps in leaf nodes

already for its concurrent operations. For OSTO and MSTO, since the commit timestamps

of all transactions monotonically increase1, a simple OCC-style validation of Masstree’s

leaf node timestamps at commit time is enough to guarantee serializability.

TSTO is different in that it allows more flexible commit schedules than does OCC. One

may mistake this flexibility for some kind of “backwards compatibility” with OCC and

conclude that the OCC-style Masstree node timestamp validation still works for phantom

1Technically, read-only transactions in MSTO commit at timestamps in the recent past. But since they
read from immutable snapshots, phantom protection is irrelevant for this class of transactions.
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protection purposes, but we demonstrate that this is not true.

Consider two transactions T1 and T2 that execute concurrently and interleave as shown

below. Suppose Record A has wts=100 and rts=100 initially. K is a key in an index ac-

cessed by both T1 and T2.

T1:

read Record A

insert K

(increment node timestamp)

commit protocol:

commit timestamp <- 100

validate Record A - OK

T2:

(read node timestamp)

observe key gap containing K

write Record A

commit protocol:

commit timestamp <- 101

validate node timestamp - OK

According to the TicToc commit protocol, both T1 and T2 will be able to commit, and

T1 commits before T2 in serialization order. However, if we execute the two transaction

sequentially, it’s clear that T2 should observe that key K exists, instead of seeing a key gap.

The problem is that the node timestamps in Masstree, which are used for phantom

protection, by default are not compatible with TicToc. These timestamps by default operate

in an OCC manner–a changed timestamp indicates that the content of the node has been

modified, prompting concurrent readers to retry. All of this occurs within Masstree routines

but not during the transaction commit protocol, so the node timestamps do not participate

in TicToc’s commit timestamp computation, leading to incorrect transaction schedules. We

thus add TicToc timestamps to Masstree leaf nodes and observe these timestamps instead
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for phantom protection. The original OCC-like timestamps are preserved in Masstree nodes

for Masstree’s internal synchronization.

Using TicToc timestamps for phantom protection comes with certain overhead. These

timestamps are in addition to Masstree’s native node timestamps, affecting the carefully

engineered cache line alignment of Masstree’s leaf nodes. The timestamps now also partic-

ipate in the commit protocol, leading to more atomic operations in shared memory.

The original TicToc algorithm and its implementation in DBx1000 [63, 64] do not ad-

dress the issue of phantom protection. Prior work, including Cicada [37], opted to used the

incorrect phantom protection implementation, which simply uses Masstree’s native node

timestamps, as an “upper bound” of TicToc’s performance. We evaluate both the correct

(full) and incorrect TicToc phantom protection implementations using the TPC-C bench-

mark to quantify how much this upper bound overestimates TicToc’s performance.

Figure 7.1 shows the results. We find that full phantom protection implementation adds

about 7-10% overhead in both high and low contention TPC-C. The overhead is consistent

across core counts and does not appear to impact performance dynamics. Since the incor-

rect TicToc phantom protection implementation appears to perform reasonably close to the

full implementation, we consider it suitable for estimation or comparison purposes, though

more studies on more workloads are needed.

7.2 Conflicts due to Sequential Insertion

A common pattern in database workloads is inserting rows into tables without explicitly

specifying the primary key. This almost always occurs when creating new database records.

In many databases, primary keys are generated via auto-increment. This leads to sequential

insertions into the database table when creating records.

Silo first discovered that the strict order ID generation policy in TPC-C induces unnec-
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Figure 7.1: TSTO full vs. incorrect phantom protection comparison using TPC-C.

essary conflicts between new-order transactions [56]. The TPC-C spec requires that all new

orders within the same district have consecutive, monotonically increasing order IDs. This

makes insertions to new-order tables non-blind writes, as it must validate at commit time

the generated order ID hasn’t been taken by another committed transaction. Silo notices

that this aspect of the TPC-C spec makes the workload inherently non-scalable. It thus pro-

poses fast order ID generation, which allows gaps in order IDs within the same district,

drastically improving performance and scalability.
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We further observe that even by making table row insertions blind writes from a con-

currency control perspective, the relative closeness and/or strict monotonicity of generated

primary keys in the key space still negatively impact performance, and in certain cases can

even lead to situations that resemble a contention collapse. For example, if a newly gener-

ated primary key must be larger than all existing keys in the key space, then all insertions

to an ordered table will contend on the right-most leaf node of the B-tree. Although this

need not be a concurrency control conflict, it still leads to cache line bouncing and causes

sharp drops in performance.

We demonstrate this effect using the key-generation policy for TPC-C’s HISTORY table.

The TPC-C specification [55, §1.3.1, page 15] says that this table does not require a pri-

mary key, as “within the context of the benchmark, there is no need to uniquely identify

a row within this table”. The HISTORY table is a table that is only inserted to and never

queried from, likely serving only record-keeping purposes. Our TPC-C implementation

uses Masstree to implement this table. We compare two implementations, one with a sim-

ple per-table atomic counter to generate the Masstree keys used to insert new records into

the table, and the other using a multi-part key that includes an atomic counter component

for uniqueness, but also includes the customer and district IDs to spread out the key dis-

tribution and to the avoid concurrency hot spot in the right-most leaf node. Note that both

implementations conform to the TPC-C specification.

Figure 7.2 shows the results comparing the two HISTORY table implementations under

a high-contention TPC-C workload with OSTO and TSTO, we find that the difference in

HISTORY table key choices, which is something the TPC-C specification doesn’t even care

about, can have significant performance implications. Although Figure 7.2a suggests that

baseline performance is not affected much, Figure 7.2b shows that once we eliminate some

conflicts at the concurrency control level using high contention optimizations, insertion

to the HISTORY table becomes a contention hot spot. With sequential insertion, both op-
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Figure 7.2: Performance impact of sequential HISTORY table insertions (SeqKey) in high
contention TPC-C.

timized OSTO and optimized TSTO see a sharp performance drop from 12 threads to 24

threads, similar to the contention collapse we observed due to lack of contention regulation

in § 5.1.1, The drop is even more significant in TSTO due to the additional contention on

the node TicToc timestamp used for phantom protection. The contention collapse is so bad

that it almost renders the high contention optimizations ineffective at high core counts.

In certain high-contention scenarios, this additional conflict can have extra devastating

performance effects. When the sequential insertion conflict in TPC-C, for example, oc-
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Figure 7.3: Impact of sequential HISTORY table insertion on TPC-C basis factor experi-
ments.

curs without contention regulation, the performance completely collapses to close to zero.

This is demonstrated in Figure 7.3, using the same factor analysis experiment in § 5.1.

Figure 7.3a shows the results of the experiment without sequential insertion, and hence

conflict on the right-most leaf node of the tree, in the HISTORY table. Figure 7.3b shows the
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results with sequential insertion. The red “No contention regulation” lines in the two graphs

shows stark differences. Without contention regulation and without the sequential key in-

sertion conflict, although performance does drop sharply from 12 to 24 threads, it never

experiences a full collapse that sees performance crashing to near zero. When the lack of

contention regulation is compounded with the additional right-most leaf node conflict due

to sequential key insertions, the performance collapsed to near zero. This is evidence that

sometimes an additional, single point of contention can have unexpected and dispropor-

tional performance consequences.

7.3 MSTO Timestamp Splitting Implementation Choices

Timestamp splitting (TS) in MSTO is implemented as multiple version chains per

record. We choose this implementation over another popular approach, vertical partition-

ing, because it does not increase the total number of tables in the database. It also requires

no additional table lookups when multiple column groups within the same record are ac-

cessed. Vertical partitioning, however, is much easier to implement in an existing system,

often requiring mere configuration changes. We measure both vertical partitioning and our

multi-chain TS implementations in MSTO and compare their performance.

Experimental results in Figure 7.4 show that vertical partitioning incurs an∼ 13% over-

head in most cases. The exception is in high contention and without CU (TS-only, the left

graph in Figure 7.4a), which shows vertical partitioning has a slight advantage (1.16×)

over multi-chain TS. We believe this is due to 1) the overhead in computing column-to-

column-group mappings during transaction execution, a step our vertical partitioning im-

plementation currently skips, and 2) TS alone does not significantly reduce conflicts in this

workload for MSTO. The column-to-column-group mapping computation overhead, how-

ever, is mainly an artifact of us implementing transactions directly as C++ programs. In a
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Figure 7.4: Performance comparison of different MSTO TS implementations: multi-chain
(default) and vertical partitioning (VertPart).

real system, this mapping would still have to computed even with vertical partitioning.

Another TS implementation we considered for MSTO was to only use a single chain

per record, but in each old version, instead of storing a full value, we store only the updated

portion of the value, and some encoded information about which columns are updated.

This becomes similar to the delta version structure in commit-time updates. We ended up

not pursuing this approach because accessing an infrequently updated column in this design

requires searching deep into the version chain, skipping through many new versions created
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by updates to (other) column groups that are frequently updated.

7.4 MSTO Commit-time Update Implementation Choices

Much of the complexity of commit-time updates (CU) in MSTO stems from their inter-

action with reads. The flattening of delta versions requires that no new versions are inserted

down the version chain, beginning from the version where the flattening process first ini-

tiates. Our flatten-freeze CU implementation extends the read timestamp of each version

visited during flattening, “freezing” them in place and to prevent new version insertions.

An alternative approach, which does not involve extending the read timestamps of mul-

tiple versions at execution time, is to make all transactions observe from the recent snapshot

used by read-only transactions at execution time, when CU is enabled. This simplifies flat-

tening, which can simply traverse down the version chain without worrying about new

version insertions. The potential cost of this approach may be two-fold: 1) transactions

reading from a snapshot in the past will still need to commit at present (if it’s a read/write

transaction), making it more likely for the execution-time observations to fail commit-time

validations; 2) a version in the past is relatively deep down in the version chain, reading

from which could incur additional pointer chases and cache misses.

To evaluate which approach works better, we compare these two implementations again

using high and low contention TPC-C benchmarks. Figure 7.5 shows the results. The de-

fault flatten-freeze implementation performs better than the alternative reading-in-the-past

implementation across the board. The overhead of reading-in-the-past is exacerbated when

only CU is enabled (left-hand-side graphs), where the default flatten-freeze implementa-

tion outperforms it by up to 2×. Without TS, the version chain gets longer, and reading

from the snapshot means having to search deeper down the version chain. With both CU

and TS enabled, reading-from-the-past does not actually incur significant overhead com-
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Figure 7.5: Performance comparison of different MSTO CU implementations: flatten-
freeze (default) and reading in the past (ReadPast).

pared to the flatten-freeze approach. This is an indication that CU and TS applied together

very effectively separate column groups into read-frequent and update-frequent ones. We

find that commit-time read validation failures is the dominant factor explaining the per-

formance difference. Using the read-in-the-past CU implementation, payment transactions

sees a concentrated abort rate of 72%, while in flatten-freeze the aborts are more evenly

distributed between payment and new-order transactions at about 40% (1 warehouse and

24 threads).
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7.5 Future work

This work investigated and answered many important questions related to transaction

processing performance in main-memory database systems, but still there are many unan-

swered questions that could be interesting directions for future studies.

7.5.1 Better locks

STOv2 does not rely on state-of-the-art locking mechanisms to achieve its high per-

formance. Locks in STOv2 are just basic compare-and-swap (CAS) spin locks. Threads

attempt to acquire a lock by performing a CAS on the lock word, and then pause the pro-

cessor if the CAS fails before retrying. Currently threads do not backoff between lock

attempts – we find that inserting randomized backoffs between CAS retries adds too much

overhead (due to the randomness computation) and lead to idleness.

The timestamp splitting optimization reduces read-write dependencies between transac-

tions and also reduces cache line bouncing of the lock word. This reduces STOv2’s reliance

on high-performance locking mechanisms that perform well under high lock contention.

Commit-time updates, however, can still greatly benefit from better locking mecha-

nisms. Although commit-time updates reduce write-write conflicts at the concurrency con-

trol level, lock contention is still high when many threads tries to update the same record.

STOv2 currently avoids excessive cache line bouncing by aborting transactions that fail to

acquire locks within a certain time limit (see bounded spinning in § 5.1.6), but finding the

optimal bound can be difficult – a longer spin bound may lead to more cache line bounc-

ing, while a shorter spin bound causes more transaction aborts and wasted work. It would

be interesting to investigate alternative lock implementations that more efficiently regulate

lock contention.
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7.5.2 Multi-version indexes

In MSTO, the index mapping structure is simply a concurrent B-tree and is not multi-

versioned. Instead, the index keeps all keys that could still be accessed (including deleted

ones) and lazily cleans up deleted rows via garbage collection. This is in contrast to the

approach used in Cicada [37], where each node of the B-tree forming the index structure

is multi-versioned. Multi-version indexes are more complicated and use more memory,

because every update to the index also requires copy-on-write updates of index nodes. It

also requires reference counting to garbage-collect unreachable index nodes. It also comes

with the drawback that concurrent insertions to the index with different keys but within the

same node would appear to conflict at the concurrency control level.

However, as Cicada results show, multi-version indexes appear to be another solution

to the secondary index contention problem discussed in § 5.1.5. Multi-version indexes also

have the advantage that read-only transactions now truly never abort (in MSTO read-only

transactions can still abort for phantom protection reasons, although we observe this very

rarely), and the commit protocol can be skipped completely for these transactions. Multi-

version indexes also simplify the interaction between deletes and scans in that scans no

longer need to skip through deleted keys. Although our results suggest that single-version

concurrent indexes can perform just as well as multi-version indexes in the benchmarks we

measure, it would be interesting to more thoroughly evaluate the costs and benefits of using

multi-version indexes in these workloads.

7.5.3 Better contention-aware indexes

Contention-aware indexes (§ 5.1.5) are critical in avoiding a surprising class of false

conflicts. The current design, which relies on the trie-like properties of Masstree and re-

quires larger key sizes, is very specific to Masstree and requires some manual effort to
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Figure 7.6: Versions must be kept alive due to an active transaction under the current
epoch-based garbage collection mechanism.

specify component boundaries in a multi-part key.

There are ways to implement contention-aware indexes more generally. One observa-

tion is that whenever it crosses a component boundary, the change in the raw value of the

key tends to spike. For example, when representing the NEW-ORDER table multi-part key

using 32 bits for the combined warehouse/district IDs, and another 32 bits for the order ID,

keys 〈wid = 1,did = 1,oid = 999〉 and 〈wid = 1,did = 2,oid = 1〉 are separated by more

than four billion in raw key values. Consecutive keys with the same 〈wid,did〉 prefix are

much closer, often separated only by one in raw value. It is possible to detect spikes like

this during B-tree node splits to make sure that keys on different sides of a spike do not end

up in the same leaf node. Such contention-aware indexes could be more general and do not

rely on Masstree’s trie layers.

7.5.4 Garbage collection improvements

Garbage collection in MSTO currently requires atomic operations. Every version con-

tains an atomic flag indicating whether the version has already been put onto the garbage

collection queue of a different thread, and every thread marks old versions for garbage col-

lection by atomically test-and-seting this flag. The cost of requiring one CAS operation per

version marked for garbage collection might become a bottleneck in large-scale systems.

This is needed for correct concurrent operation under the current design, but alternative

designs that do not require such atomic operations might be possible.
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The epoch-based garbage collection mechanism also doesn’t free memory at the opti-

mal rate. Long-running transactions can hold up the global GC epoch and prevent garbage

collection from making progress. This can lead to unnecessary old versions accumulating in

the middle of the version chain for records that are frequently updated while also accessed

by a long-running transaction. As illustrated in Figure 7.6, an active transaction, poten-

tially long-running, with a relatively old read timestamp can hold up garbage collection of

the entire version chain up to the version being read. In Figure 7.6, Versions 1 through 4

all have to be kept alive under the current garbage collection mechanism. However, if the

read transaction (potentially accessing Version 1, shown by the dotted arrow in the figure)

is the only active transaction in the system that can access versions older than Version 4,

there is no need to preserve Versions 2 and 3. The current epoch-based garbage collection

mechanism is not optimal when it comes to identifying unneeded old versions to garbage

collect.

Solutions exist to more eagerly garbage-collect such old versions. They require poten-

tially more sophisticated garbage collection mechanisms, with the benefit of less memory

consumption. Systems like this have already been proposed [8]. More studies on mecha-

nisms like this and more detailed evaluation of their performance impact would be a promis-

ing direction of future research.

7.5.5 Automated analysis of workload properties

High contention optimizations presented in this work currently still require manual ef-

fort to inspect and analyze static workload properties. These optimizations would be more

useful if such analysis can be automated.

Timestamp splitting opportunities may be discovered by analyzing column access pat-

terns in transactions using algorithmic techniques like frequent item set mining [7]. It might
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be more difficult to identify commit-time updates opportunities, but common operations

such as increments and blind writes should be relatively easy to identify. Developing tools

that can process a workload, preferably in the form of an industry standard query language

such as SQL, and automatically extract TS and CU policies for the workload is an exciting

opportunity for future work, as we have already demonstrated the effectiveness of these

optimizations in a number of widely-used benchmarks.

7.5.6 More workloads

Our suite of benchmarks represent a broader range of OLTP workloads than most exist-

ing studies, but it is still by no means exhaustive. There are workloads where more complex

concurrency control algorithms may show definitive advantages, such as in hybrid OLTP-

OLAP workloads. In future work it would be helpful to study more OLTP workloads to

further investigate the effectiveness and applicability of the high-contention optimizations.

7.5.7 Relaxed consistency models

Our work only investigates systems that follow strict serializability, the strictest consis-

tency model for database transactions. In fact, a lot of the complexities in STOv2, especially

those in the implementation of commit-time updates in MSTO, are due to the need to sup-

port strictly serializable transactions. It is shown an overwhelming majority of database

usage in modern applications preserves functional integrity of the applications without ad-

hering to the strictest consistency models [4]. Relaxed consistency models such as eventual

consistency [5] have seen their popularity rise in applications that require high throughput

but can tolerate certain anomalies. It would be interesting to investigate whether incorpo-

rating relaxed consistency would help reduce the complexity and improve performance of

STOv2, or whether STOv2 can achieve consistently high performance without compromis-
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ing consistency guarantees.

7.5.8 Persistence

Our work addresses only the in-memory transaction processing component of main-

memory databases. In many applications, effects of transactions also need to be persisted

to prevent data loss due to system shutdowns or failures. In future studies it would be useful

to explore options to extend STOv2 to support persistent transactions.

Persistence is considered expensive because writing to durable storage is orders of mag-

nitude slower than in-memory operations. However, there are many known techniques to

mitigate this overhead. Systems like Silo-R [65] tried to achieve this by moving persistence

off the critical path of transaction processing. New technologies also open up new avenues

for fast persistence. For example, emerging nonvolatile RAM technology has the potential

to support durable in-memory operations with minimal modifications to the applications.

With ultra-fast inter- and intra-datacenter networking, high-availability and durability can

also be achieved by replicating transactional operations or the effects of transactions on

remote backup machines. Future work may investigate how to integrate these techniques to

STOv2 and evaluate their trade-offs.
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Chapter 8

Conclusion

Main-memory databases are central to many modern applications. Scalable applica-

tions require databases to process potentially contended transactional workloads with high

throughput. We investigated three approaches to improving transaction processing through-

put in main-memory database systems under high contention: basis factor improvements,

concurrency control algorithms, and high-contention optimizations. We found that poor ba-

sis factor choices can cause damage up to and including performance collapse: we urge

future researchers to consider basis factors when implementing systems, and especially

when evaluating older systems with questionable choices. Given good choices for basis

factors, we believe that high-contention optimizations – commit-time updates and time-

stamp splitting – are arguably more powerful than concurrency control algorithms. CU+TS

can improve performance by up to 4.8× over base concurrency control for TPC-C, while

the difference between unoptimized concurrency control algorithms is at most 2×.

It is possible that a future workload-agnostic concurrency control algorithm with no

visibility into record semantics might capture the opportunities exposed by CU+TS, but

so far we have not observed any. We believe that the improvement shown by TicToc and

MVCC on high-contention TPC-C is more likely to be the exception than the rule. The
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best way to improve high-contention main-memory transaction performance is to eliminate

classes of conflicts, as CU+TS explicitly do. Though in our work these mechanisms require

some manual effort to apply, we hope future work will apply them more automatically.

Finally, we are struck by the overall high performance of OCC on both low and high

contention workloads, although MVCC and other concurrency control mechanisms may

have determinative advantages in certain workloads, such as hybrid OLTP/OLAP work-

loads. We show that the implementation details and design choices of phantom protection

and our high contention optimizations can have nontrivial correctness and performance

consequences, especially when in use with more complex concurrency control algorithms.

These factors make it more difficult to predict or understand performance. While we ac-

knowledge the novelty and sophistication of concurrency control algorithms that specifi-

cally address OCC’s known limitations, our results point to the potential for OCC to take

on a more expanded role in modern main-memory database systems geared towards OLTP

workloads.
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